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About the speaker

= Ph.D. lllinois Institute of Technology, 2007

= Affiliate Professor, Auburn University (2011-)

= Adjunct Professor, University of Notre Dame (2014-)
= Editor, Applied Energy, Journal of Energy Engineering
= Editor-in-Chief, IEEE Transactions on Smart Grid

= Authored/co-authored over 150 journal articles and 50 conference publications and
4800+ citations. Recipient of the IEEE PES Power System Operation Committee Prize
Paper Award in 2015.

= Secretary of the IEEE Power & Energy Society (PES) Power System Operations committee
and past chair of the IEEE PES Power System Operation Methods subcommittee

= Held visiting positions in Europe, Australia and Hong Kong including a VELUX Visiting
Professorship at the Technical University of Denmark (DTU)

= Technical program chair of the IEEE Innovative Smart Grid Technologies (ISGT)
conference 2012
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Argonne is America’s First National Laboratory and one of
‘the World's Premier Research Centers
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» Founded in 1943, designated a
national laboratory in 1946

= Part of the U.S. Department of
Energy (DOE) laboratory complex

— 17 DOE National Laboratories Tt

= Managed by UChicago Argonne, === "¢
LLC

— About 3,398 full-time employees
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— 4,000 facility users
— About $760M budget

— Main site: 1500-acre site in
lllinois, southwest of Chicago

0
)

» Broad R&D portfolio and numerous
sponsors in government and private
sector

= Three Nobel Prize Laureates
S




Grid Modernization and a Vision for the Future

= Centralized generation Traditional Power Grid:

= Generation follows load Generation

Distribution

= One-directional power flow Consumption

Limited automation

Limited situational awareness

Power Infrastructure

Consumers lack data to manage

use One-way flow of electricity >
Limited accessibility for new

Future Smart Grid:

producers

Generation

Distribution
Consumption

= Centralized + distributed

generatlon Power Infrastructure

A f-/\\ P *

= VVariable resources

= Consumers become producers

= Multi-directional power flow o I Q@b &
| < Qg B

» Flexible load

A Source: ABB 2009; Texas Tech 2012 Communications lnfrastructure
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Grid Modernization — a $220 million DOE initiative

—

‘ Coordination of Grid Modernization Activities
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My Version of the Future Power Grid

J Integrative Planning and operation
(temporal), information technology and
power engineering (cyber), integrated T&D
(spatial), supply and demand (system-wide)

J Interdependent coupling of critical
infrastructures (e.g., gas, water, power,
communications.)

[ Robust, Flexible and Resilient (e.g.,
uncertainty and variability of clean
renewable energy, extreme weather
events)

U Hybrid Dynamic Control Architecture
centralized (e.g., HPC for faster-than-real-
time interconnection-level simulation AND
decentralized (e.g., microgrids, electric
vehicles)

1 Cyber and Physical Secure
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CEEESA Advanced Grid Modeling Program — Power Grid
Resilience, Security and Economics

System and market operations (SCED, SCUC, stochastic/robust optimization, market clearing, etc. (DOE OE AGM)

\

Faster-than-real-time dynamic
simulation, AC OPF, dynamic line
rating, state estimation, coupled
T&D, PMUs, etc. (DOE OE AGM)

DMS, volt/VAR opt.,
CVR, microgrid, etc.
(Eaton, ComEd, DOE
OE SG R&D)

AGC, reserves,
dispatch, etc.
(DOE OE AGM)

DR, DERs, EVs, etc.
(DOE SG R&D)

Resilience (power
system self-  _J
healing and
restoration) and
interdependence
(gas+ electric)
(DOE OE AGM and
SG R&D, LDRD)

A Resilient Self-Healing Cyber Security Framework for Power Grid (DOE OE CEDS)

= Work spans generation, transmission, distribution, consumption + market & cybersecurity

= Projects from multiple DOE programs and industry (e.g., DOE OE AGM, DOE OE Smart Grid R&D, DOE OE Cybersecurity
for Energy Delivery System (CEDS), FEMA, ARPA-E, ComEd, Eaton, etc.)

= Highly visible staff in the research community (e.g., Editor-in-Chief of IEEE Transactions on Smart Grid, IEEE Power and
Energy Society (PES) committee chairs, affiliate/adjunct professorship at universities)

= Highly productive in research and publications (more than 80 IEEE transactions and other journal papers in the past five
years). Work widely cited (over 4800 times).

= Close collaboration with industry and universities (e.g., ComEd, Eaton, PJM, IIT, Northwestern, etc.)

S 7



Renewable Energy Integration

= Argonne developed new stochastic planning model to evaluate different operational practices
and market policies to reduce the cost of wind integration

= Model is applied to case studies for lllinois (20% Wind)

L
o2 Forecast quantiles

Reduced scenano set

Dynamic reserve requirement
(Spinning + NoN-Spinning) +

Deterministic UC

|

|

Stochastic UC with
scenano set

v _ v
|
> = - * 11 tment
Commitment - Realized generation Commitment
schedule 8. schedule
S a— " o
| ; -
v -
Real-time [ = > Real-time
dispatch y dispatch

Reference: A. Botterud, Z. Zhou, J. Wang, R. Bessa, H. Keko, J. Mendes, J. Sumaili, V. Miranda,—Us?e of
Wind Power Forecasting in Operational Decisions, Argonne National Laboratory Technical Report, Sept

2011, available at http://www.dis.anl.gov/pubs/71389.pdf.




Classical Stochastic Optimization Approach

" Two-stage stochastic UC: large-sized scenarios (renewable
energy variations)
—Stochastic UC formulations (Philpott 06, Sen 06)
— Active management of uncertainties
(Bouffard and Galiana 08, Ruiz et al. 09, Wang et al. 08, Oren et al. 10)
— Chance-constrained optimization (Wang et al. 12, 13a, 13b)

= Potential challenges
—How to precisely estimate the (joint) probability distributions?
—How to solve the large-sized extensive formulation?

| |
' UC decisions : ' economic dispatch :
l a J a : o —
| I Renewable | .
! Stage I : uncertainty | Stage 2 :
Ko v o o redlization: %= i
O




Robust Unit Commitment

- Robust optimization concepts and incorporating pumped-storage units to hedge

wind power output uncertainty
- An uncertainty set description that can capture the wind power “ramp” events

( NOM ) Objective function:
— c(y) represents the start-up/shut-down
and fixed costs.

— f(x) represents the fuel and
operational costs.

min c¢(y) + f(x)

st. Ay<b (1) | constraints:
Gx + Hq < d (2) — Min-up/-down time, start-up/shut-
i} down operations, and system spinning
Wy + Ix<h (3) reserves.
y € {0' 1} — Power flow balance, transmission

capacity limits.
— Power generation upper/lower bounds
and ramp-rate limits.




Two-Stage Robust UC Model

To minimize the total cost under the worst-case scenarios.
Describe renewable output by an uncertainty set.

* Problem decomposed into two stages:

15t stage: UC decisions.

2"d stage: Economic dispatch under the worst-case scenario.

min R(y)=cly)+ max min f(x)
¥ gD x&€AX'(v.Q)

(RUC) s.t. Ay < b,

y & {0,1}.

Reference: R. Jiang, J. Wang, Y. Guan, Robust Unit Commitment with Wind Power and Pumped Storage Hydro, IEEE
Transactions on Power Systems, Vol. 27, No. 2, pp. 800-810, 2012.




Uncertainty Set Definition

= Each renewable output ¢,, running in interval

n 1% n u
[th L tha th x th] :
—E.g., the interval can be generated based on .05- and .95-percentiles of

9.

—Z; describe the magnitude of increase/decrease from the forecasted
value.

= Integer I, €[0,7] restricts the number of deviations:
-I,=0— all ¢,=0,; T, =2T — all g,, free.
—I’, : “budget of uncertainty.”

Uncertainty set

)
D:={qeR®T: Y 2k +25) <,
r=1

Qoe = QR + 21 Ql - 252 QL. ¥Wr.¥b € 8}




Simulation Results : IEEE 118-bus System

= Ratio = Hydro capacity Ratio -y

Average renewable output
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A ° Pacific g@@ %! - : ,
rgon ne Northwest DPAL-RT A Resilient Self-Healing Cyber Security

NATICMAL LABQRAZORY N ABORATORY — ““BIDS Framework for the Power Grid
\ Technologies —

Comprehensive anomaly detection,

Mitigation and prevention of cyber attacks
g P ¥ control, and resilience methods

* Development of a self-healing Phasor Measurement Unit * PMU risk mitigation model employs optimal response + Model-based control algorithms leveraging Cyber
(PMU) network infrastructure through a risk mitigation model to cyber-attacks with the goal of preventing the Physical System (CPS) properties
* Development of bad data detection and attack-resiliency propagation of the attacks and maintaining the * Wide-area protection schemes that include the
methods for the State Estimation (SE) algorithm observability of the power system design of a hierarchical model-based MTD-
* Development of anomaly detection and attack-resilient * SE algorithm encompasses stealthy attack vector inspired protection algorithm leveraging spatial-
control methods formulations, attack impact analysis, and Moving temporal properties of device/system operation
Target Defense (MTD) strategies to mitigate » Model-based anomaly detection methods for the
sophisticated cyber-attacks Optimal Power Flow (OPF) algorithm though the
use of Principal Component Analysis (PCA)

Addresses Roadmap Milestones: 2.3, 3.4, 3.5, 4.5

Home neligence Fecderautomation || Substatn Automation || Transmison Avtomation

Distribution Automation (DA)
T | e | Communications BalanCI.ng
Wing) | e Tower AutHlorlty
AMI .
Collector Pow}\ i
Delivery WAN T[] Operations
Smart Fiber
R L
Tﬂe.@%tat M / Optic
Y ST Line Switch Energy _
| (=Y with Radio Management o
°.00094 . s stem EMS evices,
il | w— | w Y ( ) —
e Access
Smart
Metter
s |ouse Other Utility’s c C'°“:’!
omputin
== o Control Center puting
Distribution Poles Smart Substations
Electric Vehicles (Transmission & Digribution). \ o+ vork (WAN)
Home Area Network (HAN) Field Area Network (FAN) Local Area Network (LAN) Local Area Network (LAN)
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Cyber-physical Mapping of Attacks to WAMPAC

Systems

-Denlal Of Service
-Malware
-Phishing
Memory Mgmt,
-Authentication

Network

-Spoofing
-MITM
‘Routing Attacks

Physical

Cyber Resources

Devices
-SCADA servers
-Historian
-HMIs

-Fleld Devices

Networks
-Routing Protocols
-Physical medium
-Communication
Protocols

WAMPAC applications

Wide-Area Monitoring
State Estimation
PMU applications

Wide-Area Protection
-Remedial Action
Schemes

Wide-Area Control
-Automatic Generation
Control

-Optimal Power Flow

Physical System Impact

Operational Impacts
Overloads

Stability violations
-Loss of load
Frequency oscillations
«Cascading outage

Market Impacts
-Locational Marginal
Price fluctuations
-Generation Redispatch

14




‘Roadmap — Framework for Collaboration

"w"bvsu-

0

. « Energy Sector’s synthesis of energy

oadmap to . )

ierbipt it L delivery systems security challenges, R&D
re — ; — S . n [

Cybersecurity needs, and implementation milestones

:-. * Provides strategic framework to
— align activities to sector needs

— coordinate public and private
programs

— stimulate investments in energy
delivery systems security

Roadmap Vision

By 2020, resilient energy delivery systems are designed, installed, operated,
and maintained to survive a cyber incident while sustaining critical functions.

For more information go to:
www.controlsystemsroadmap.net

-’) 16



A Resilient Self-Healing Cyber Security Framework for the
Power Grid

= The primary goal of the project is to develop an attack-resilient Wide-Area Monitoring,
Protection, and Control (WAMPAC) framework, with associated computational algorithms and
software tools, to prevent and mitigate cyber-attacks and achieve resilience of the bulk power

system .
E PMU's PMU's Remotuenitte;mmal

\ p

Self-healing PMU
network

Remote Terminal
Units

\§ /"

Wide Area SCADA Network

Status measurements

Analog
measurements

Frequency, tie-line flow

SynchroPhasors measurements

Infrastructure layer

Intrusion detection

Intrusion Detection
Systems

Application specific
Anomaly Detection

Security mechanisms
Firewalls, Encryption

v €

o

Generation
Raise /lower commands

(Middie) Application
Level Intrusion
tolerance

Remedial Action
Schemes (RAS)

State Estimation
(SE)

Automatic Generation
Control (AGC)

Estimated

Voltages,
Angles

@

Generation
Dispatch information

(High) Application
Level Intrusion
tolerance

Optimal Power
Flow

Economic

Di

Real-time
Markets

Contingency

Analysis

Network and Markci Applications
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New Cybersecurity Projects

= A Resilient and Trustworthy Cloud and Outsourcing Security Framework for Power Grid
Applications [Argonne (lead), Idaho National Laboratory, lllinois Institute of Technology,
University at Buffalo, ComEd, PJM]
— The primary goal of this effort is to develop a secure and trustworthy cloud computing and outsourcing
security framework for power grid applications, with associated computational algorithms and software

tools, to prevent and mitigate cyber-attacks and achieve resilience of cloud-based power grid
applications.

= A Tool to Ensure Uninterrupted Energy Flow from Cyber Attacks Targeting Essential
Forecasting Data for Grid Operations [Brookhaven National Laboratory (lead), Argonne
National Laboratory, Idaho National Laboratory, Orange & Rockland]

— The goal of this effort is to develop a tool to ensure uninterrupted energy flow from cyber-attacks
targeting essential forecasting data for grid operations.

= University of lllinois Cyber Resilient Energy Delivery Consortium (CREDC)

— A $28.1 million DOE award that will develop cyber-resilient energy delivery systems for the electric
power and oil & gas industries. The initiative is being led by the University of Illinois at Urbana-
Champaign and includes 11 universities and national laboratories. The goals is to focus on improving the
resilience and security of the cyber networks that serve as the backbone of the infrastructure that
delivers energy to the nation, such as power grid, petroleum and natural gas pipeline systems.



New York State Reforming Energy Vision (REV) Initiative

Increasing requirements for grid
resilience after Hurricane Sandy

Distribution — level electricity market

Diverse participants/resources (DR,
DG, microgrids, storage, etc.)

Distribution System Platform (DSP)
Market platform and market rules

Challenges exist — distribution OPF,
market clearing, etc.

Seithes &
_, Power Electrosis 3

s

Diriscted Gerwration 7

/ 4
<, AC’“:"‘Q / Databasted Gonetaton
’-, ¢ Communcatom -~ “
) & Conbrol INCTL~
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£ :
_, Enespy Stoexpe

R
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Dhstribuned Genmrathon

Horre Enesgy Syvtermn

(Source: Tae Ocun Conlice|

Argonne is supporting NY REV initiative
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DOE FOA 997 - Research, Development, and Testing of a Master Controller
with Applications to the Bronzeville Community Microgrid System

Q QUANTA

S&C ELECTRIC COMPANY

ST

(Master Controller for Microgrid)

t

@os...

L vos Mustarm
R OSnam 71 Systems

WULINOIS INST rqu“
OF TECHNOLOGY

Y BERER
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DOE FOA 997 - Research, Development, and Testing of a Master Controller
with Applications to the Bronzeville Community Microgrid System

Bronzeville Community Microgrid

= Goal: Develop a Master Controller for a ¥ Microd O T N e
Community (McCom) with applications to the !
Bronzeville Community Microgrid (BCM), and
develop an interconnected microgrid system
design and test plan in the Chicago’s Bronzeville
community.

= Tasks: (1) a microgrid testbed; (2) autonomous
microgrid clusters; (3) cost/benefit analysis of
alternatives for microgrids; (4) new reliability
and power quality standards based on customer
needs; (5) new rates and tariffs to correlate
microgrids costs/benefits and customer
payments; (6) terms and conditions of service
for microgrid customers; (7) market mechanism; .
(8) service differentiationandrates ~ memmmeeeTmeegy P

= Impact: McCom will help meet the DOE targets:
(1) 98% reduction in outage time of critical
loads, (2) 20% reduction in emissions, and (3)
20% improvement in system energy efficiencies.

S 21



DMS — Current Status and New Challenges

= What is a DMS?
As accepted by the IEEE PES DMS Task Force,

“A DMS is a decision support system that is intended to assist the distribution
system operators, engineers, technicians, managers and other personnel in
monitoring, controlling, and optimizing the performance of the electric
distribution system without jeopardizing the safety of the field workforce and

the general public and without jeopardizing the protection of electric
distribution assets.”

Schematic One-Line
Displays

. Geographically correct map 4 &
displays rj

Graphical interface of DMS to display the physical
connection of a regional distribution system

22



DMS — Current Status and New Challenges

= Distribution management system (DMS) plays a critical role in control and
management of distribution systems

= |[ncreasing penetration of distributed energy sources (DERs) challenges the
conventional DMS

= Existing technologies for control and management of DERs include microgrid
controller (MC) and DER management system (DERMS)

= An advanced distribution management system (ADMS) should be developed with
the integration of MC and DERMS

Integrated approach to achieve an ADMS



DMS — Current Status and New Challenges

= Current status of DMS development

— Based on the information gathered from an industry survey, DMS has been widely
implemented in existing distribution systems

— Only some of the DMS functions have been realized by utilities

Mid-Life Assessment L
Up and Running ' 5 ' : 4 J
Design and Test =
Procuring J
Planning L
Just Thinking ' R
NoPlans 9

0 5 10 15 20 25

Status of DMS implementation

Source: IEEE industry survey, April 2015.

Asset Management

EV Management

Load Forcasting

Demand Response Management
Contingency Analysis

Emergent Load Shedding
Optimal Network Reconfiguration
DER Management

Electronic Map Updates
Engineering Analysis
Distribution State Estimation
Intelligent Alarming

Tagging & Permits

Outage Management

Training Simulator

Switching Orders

Online Power Flow

\"AV/e]

FLISR

0% 10% 20% 30% 40% 50% 60% 70%

DMS applications being implemented

A DOE Initiative of $6 million/year for the next three years

80%

90%



Guidelines for Implementing Advanced Distribution Management Systems —
Requirements for DMS Integration with DERMS and Microgrids

= Chapter 1: Introduction

Argonnea ANLESD.18115

""""""""""" = Chapter 2: DMS — Current Status and New Challenges
= Chapter 3: Microgrid Operation

D tAsion g i = Chapter 4: Distributed Energy Resources

Roquirements for DMS nlegrason with DERMS aed Mcrogrids

= Chapter 5: Distributed Energy Resources Management Systems
= Chapter 6: DMS Integration with Microgrid
= Chapter 7: DMS Integration with DERMS

= Chapter 8: DMS Design Principles for Integration with DERMS and
Microgrids

Energy Systems Division

This report descrdes mesearch sponsired by the U.S. Deparinant of Eoegy

S = Chapter 9: Summary and conclusion
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Upcoming Foundational DMS Report Series

1. Importance of DMS for Distribution Grid Modernization (ANL/ESD-15/16)
2. DMS Functions (ANL/ESD-15/17)

3. High-Level Use Cases for DMS (ANL/ESD-15/18)

4. Business Case Calculations for DMS (To Be Published)

5. Implementation Strategy for DMS (To Be Published)

6. DMS Integration of Microgrids and DER (To Be Published)

7. DMS Industry Survey (To Be Published)
Follow-on projects:

* Interconnection, Integration and Interactive Impact Analysis of
LUGrids and the Distribution Systems

e Structuring a demonstration project to Integrate DER, Microgrid
EMS, DERMS, and DMS

26



Distributed Load Control

e ...to be balanced with intelligent

= Why demand response (DR)? i mcreasmg
demand, expensive generation
investment, reliability enhancement,
renewable integration, etc.

o

00

=" Goals OO0
i i 0

taking full advantage of their GRID OPERATOR

(~.:) Entelios Network Operations ‘ Energy consumers ‘ Energy consumers

operational flexibilities @ Center (NOC) e o networked with NOC
Solar wind power Hydro
. HOW? @ Fossil fuels @ Nuclear power
Two-layer communication AR N, T T g

based control architecture

&
I
— Upper-layer: distributed target,@/j‘ \ / \

allocation using average |
consensus algorithm ! ‘/
i ) \
— Lower-layer: Load information \@\ /7@
update and admission control . \@ I

Reference: C. Chen, J. Wang, S. Kishore, A Distributed Direct Load Control Approach for Large- Scale Re5|dent1al Demand Response, IEEE
Q Transactions on Power Systems, Vol. 29, No. 5, pp. 2219 - 2228, September 2014 27




A Two-layer Communication based Control Architecture

Advantages of our approach
Low requirements for computation: Distributed control

Low communication complexity: Limited data communication requirements

Reliable and robust: No central controller for the aggregator needed

Privacy protection: Individual appliance usage not exposed to others

Fair: Unbiased for any individual customer

Non-intrusive: Override option provided and little impact on appliances

App 2

App K;

Lower-Layer

Network_ _ _ 1

Upper-Layer Network
(utility or aggregator)

App 1 App 2

App K,

@ Lower-Layer

@ Lower-Layer

_______ Network_ _ _
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Distributed Direct Load Control for Large-Scale Residential Demand
'Response (Cont’d)

= Upper-layer Design
— A desired overall demand 4~ for the aggregator serving the area
—Allocate this demand to local power consumption target ¢7 for each building

—Each EMC communicates to its neighboring EMCs for the local power
consumption target computation in a fully distributed fashion

— Local power consumption target computation
Zr = 2.iedi ¢ fixed demand

HZ-ZQAZ-—'—??T@Z-) Nr =

Y i@ g7 : flexible demand
—Average values ¢} 'and ] *: consensus agreement by all nodes; the ratio can be
computed indirectly 3 - ] )
. Y @#=B-" Y ¢ =B-§"
—Average consensus algorithm =% yar

GFk+1)=4(k)+e- Z [(j}(k) = (j,T(k)] N;: set of neighboring nodes of 7

o o EN . g: step size
Gi(k+1) =g (k) +e- i (7 (k) — 7 (k)] k: iteration index
je."\"’,‘ )

—Convergence is guaranteed: scalable to network size

S
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Distributed Direct Load Control for Large-Scale Residential Demand
'Response (Cont’d)

= Lower-layer Design
—Load information update
e Appliances send power-on/power-off requests to the EMC
e EMC tracks the different states of appliances with different sets
e Media access control with acknowledge for the packets transmission
— Admission control mechanism: approach the local demand target

ax * - ).r, ."., . o
B Z zj - B+ Z Yi,j z;: On/Off decision for Type |
W JeRT Z; . .

adh I appliance j

s.t. g + Z z; P+ Z v ; <0 P/ ;: Power consumption for

JER] JEZ, Type | appliance j (constant)

T Tamin T Tamax . . VS 1
Ei-vy Sl <€ v, jEZ ;- Power consumption

decision for Type Il

xj € {0,1}, j € R] apoliancel

— Non-intrusiveness design for appliances: customer override options;
preventing frequent ON-OFF switches; operation deadline

30



Distributed Direct Load Control for Large-Scale Residential Demand
'Response (Cont’d)

" One day scheduling results 4500
—Scheduled aggregated S 4000 ", £
demand is closer to the 2
. © 3500 o
desired demand than the 5 3
original demand g 3000 X
. - g’ ’ Scheduled aggregated demand
—Deviation decreases by 35.6% 2 2500 \ 7 -=== Original aggregated demand
< \'ﬁ"(’ Desired demand target Z_
2000 ;

10 15 20 28
Time of day (24 hours)

0 5
Deviation (kW) 80.2 842 971 1019 " Effects of operation
200 : flexibilities on deviation

250

— More flexible appliances,
N\ lower deviation

AN — Larger delay tolerance,
.\.—. lower deviation

U(0,60min) U(B0min,90min)  U(60min,120min)  U(90min,150min)

200

150

100

Deviation (kW)
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Power Grid Resilience

= PRESIDENTIAL POLICY DIRECTIVE/PPD-21

The Presidential Policy Directive (PPD) on Critical Infrastructure Security and
Resilience advances a national unity of effort to strengthen and maintain secure,
functioning, and resilient critical infrastructure.

= Bulk Power System Restoration

— Integrated Restoration Model

— Restoration Solution Refinement

— Solution Algorithms

— Optimal Black-Start Resource Procurement

= Distribution System Restoration

— Microgrid formation
— Network reconfiguration

= Working closely with FEMA, MISO and PJM
" Tied to Smart Cities

32



Argonne’s Comprehensive Set of resilience tools

Recover

i e ~
Mitigation Impact assessment
Self-assessment = assessment - (TFl)Weat-Dama o Real-time PSR
(ERAP-D) (EPfast, NGfast, Impact Modefs)' analysis (EGRIP)
POLfast) P
A\ > A\ >
'3 ™ ( f: o N
Emergency Resource mitigation . Emerge-Manage.,
. Hurricane .
planning (onVCP/ measures, Communication,
— . R ; — assessment .
SyncMatrix, dependencies (HEADOUT) Collaboration
SpecialPop, LPAT) (IST-RMI) (onVCP/VvBEOC)
\. = K 4 A\ g =
— . ’ 4
EP(PSR exerc.lse/ Power system Emergency
drill (Scenarios, . management/
— restoration -—
Threat-Damage, lanning (EGRIP) response (onVCP,
Impact Models) P g vBEOC)
S o p \ =
Blackstart resource

planning (EGRIP)
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Experience: Regional infrastructure resilience

= Regional Resilience Assessment Program identifies critical infrastructure security and
resilience gaps to all hazards; dependencies; interdependencies; cascading effects

= Includes multiple infrastructure assessment tools (oil, gas, electric, water, service

restoration)

= Argonne completed 56 RRAPs (2009-2015) and supported various table-top exercises for

DOE
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Experience: Support for EP/PSR drills for MISO

= Trained over 300 grid operators in Midcontinent Independent System Operator (MISO)
footprint on electric/gas interdependencies as part of 2015 EP/PSR training cycle

= Support MISO’s working group for Emergency Preparedness and Power System Restoration
(EP/PSR) in upcoming 2016 drills (spring and fall)

NGfast Graphical Results—States Affected



Bulk Power System Restoration — Highlights of Our
Modeling and Analysis Approach

New England 345kV Restoration Plan

" Integrated model that simultaneously optimizes
system sectionalization and generator startup
leading to a global optimal solution
— Maintain load-generation balance

— Minimize overall restoration time

= Advanced simulator that validates restoration
plans (e.g., line overloading, frequency excursion,
voltage limits, etc.)

= Integrated restoration of both bulk

e
power and distribution systems u .

Bulk Power System Distribution System

XX

. —
X
Fa .

g
B

Bulk power system restoration Distribution system restoration
* Integrated optimization model « Distributed multi-agent
(produces an initial restoration coordination scheme for global
plan) information discovery
Power system simulator (checks «  Dynamic microgrid formation
restoration plan feasibility) using distributed generation



Distribution System Restoration - Our Approach

= Utilize distributed generators (DGs) and automatic switches to form several microgrids
after a large natural disaster

= Continue supplying critical loads, after major grid faults

= Use distributed multi-agent coordination scheme for global information discovery:
increased resilience over centralized communication schemes (single point of failure)

= Objective: maximize the total weighted load picked up by forming microgrids

LA

energized by DGs b7 Al«—> 1A

. : : : LA
= Mixed integer linear programming (MILP) \

formulation considering both topology

and operational constraints LA

— Decision variables: ON/OFF status of "
remotely controlled automatic switches A e % a1 e A
(binary); output of DG (continuous)

— Constraints: Topology constraints, power A \ \ A
flow constraints, voltage range constraints, LA -
distribution condition constraints

= Leads to more resilient distribution system Local Agent ([ Regional Agent

<—> Two-way communication link

Reference: C. Chen, J. Wang, F. Qiu, D. Zhao, Resilient Distribution System by Microgrids Formation After Natural Disasters, IEEE
Transactions on Smart Grid, in press.
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Conclusions

= Qur electric power industry experiences unprecedented changes at a
stunning pace

= Significant supply side changes that include continued rapid growth of
renewables and changes in our thermal power generation mix may
lead to changes in markets, system operations, and system planning

= New consumers and new technologies may alter our demand situation
significantly and lead to more uncertainty in demand forecasts

= Smart grid offers both opportunities and challenges

= New approaches to data management, analysis, and modeling will be
needed
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