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Abstract— Long-Term Evolution (LTE) over unlicensed spec-
trum extends LTE technology to the spacious unlicensed spectrum
with readily available bandwidth. The provided capacity surge
makes it one of the most high-profile technologies to meet the ex-
plosive growth of mobile traffic demand. Among its different vari-
ants, Licensed Assisted Access (LAA) is considered as a promising
global solution attributed to its mandatory listen-before-talk (LBT)
procedure. Nevertheless, although LBT effectively maintains trans-
mission fairness between LTE and other unlicensed systems (e.g.,
Wi-Fi), the current LAA protocol specified in 3GPP Release 13
is far from perfect to achieve harmony coexistence. To this end,
in this paper, we first develop an analytical model to evaluate the
throughput performance of Category 4 (Cat 4) algorithm agreed
in 3GPP release 13. Subject to the system fairness constraint, the
aggregate throughput of LTE-LAA and Wi-Fi networks is maxi-
mized based on a semi branch and bound algorithm. To make the
complex optimization tractable, reinforcement learning techniques
are introduced to intelligently tune the contention window size
for both LTE-LAA and Wi-Fi nodes. Specifically, a cooperative
learning algorithm is developed assuming that the information
between different systems is exchangeable. A non-cooperative ver-
sion is subsequently developed to remove the previous assumption
for better practicability. Extensive simulations are conducted to
demonstrate the performance of the proposed learning algorithms
in contrast to the analytical upper bound under various conditions.
It is shown that both proposed learning algorithms can significantly
improve the total throughput performance while satisfying the fair-
ness constraints. Particularly, the proposed cooperative learning
algorithm can closely approach the analytical bound.

Index Terms—Licensed-assisted-access, unlicensed band,
performance analysis, reinforcement learning.

I. INTRODUCTION

IN THE last decade, the wireless communication industryhave been experiencing explosive mobile data increase due
to the prevalence of smart devices and data-intensive mobile
applications. According to Cisco traffic white paper [1], the
number of mobile network devices will reach 12 billion by 2020
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and the mobile data traffic will reach 4.8 ZB per year by 2022.
The wireless operators are significantly challenged to excavate
more network capacity to meet the ever-growing mobile traffic
demand. As a hard core for current cellular communications, the
Long-Term Evolution (LTE) technology was originally designed
to operate over the licensed band due to the scheduling based
nature. Yet the scarcity of the licensed spectrum and the high
cost of a licensed frequency have motivated the LTE operators
to step into the unlicensed spectrum for vast and cost-effective
bandwidth. The featured technology of LTE in the unlicensed
band provides larger network capacity and better user experience
at much lower cost [2].
However, due to the shared nature of unlicensed spectrum,

the major challenge of LTE in the unlicensed band is to ensure
harmony coexistence between LTE and other incumbent unli-
censed systems with inherently different radio access technolo-
gies, particularly Wi-Fi. Wi-Fi systems adopt a contention-based
scheme, i.e., carrier sensing multiple access (CSMA/CA) [3], to
access the channel; while the LTE transmissions are based on
slotted centralized scheduling. To prevent the sever performance
degradation of Wi-Fi users, an efficient and fair coexistence
scheme is indispensable. The current coexistence algorithms
are categorized into two types: Listen-Before-Talk (LBT) based
and non-LBT based algorithms. Specifically, Carrier Sensing
Adaptive Transmission (CSAT), proposed by Qualcomm, is the
major non-LBT based coexistence scheme [4]. Nevertheless,
since CSAT schedules LTE transmissions in specified periods
without sensing the channel ahead, the scheduled LTE trans-
missions may considerably affect the performance of other LTE
nodes or unlicensed systems in an uncoordinated way. To this
end, LAA, which mandates the LBT feature thus being more
fitting globally, is specified in 3GPP release 13 [5]. Under LAA,
LTE users are required to sense the channel before access to
avoid collisions with other nodes. In this paper, we focus on the
Cat 4 algorithm which is more general and adaptive compared
to other existing protocols.
In the meantime, the ever-growing diversity and complexity

of wireless network has made monitoring and managing the
multitude of network elements intractable.Thanks to the re-
markable advances in machine learning, embedding machine
learning into future mobile networks is drawing unparalleled
interest [6]–[10]. This trend is reflected in the machine learning
based solution for problems ranging from power estimation [11]
to wireless resource management [12]–[14], as well as wireless
communication system design [15], [16]. For example, in [11], a
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machine learning-based model is proposed to estimate the power
consumption of electric vehicle by extracting the knowledge of
historical trips. In [12], a neural network-based reinforcement
learning algorithm is used to solve the cloud resource allocation
problem. Similarly, reinforcement learning algorithm is applied
to find the optimal virtual machine allocation policy in [13].
Within the scope of machine learning, deep learning and rein-
forcement learning are two methods of most interest in wireless
networks. In deep learning, neural network layers are used to
achieve a brain-like feature extraction and accurate inference
from a huge volume of pre-collected examples, whereas the
goal of reinforcement learning is to train the agent to achieve
an optimal policy from its on-the-fly interactions with the envi-
ronment. Due to the random nature of the wireless environment
and the the dynamic activities of network entities, pre-collecting
sufficient examples for all the possible system states may not be
feasible, thus impacting the adaptability of deep learning-based
mechanisms in many practical occasions. Therefore, reinforce-
ment learning-based methods becomes increasingly popular as
the agent requires no prior knowledge of the system and can
learn while interacting with and observing the system. To this
end, we resort to reinforcement learning in this work to opti-
mize the configurations of both LTE-LAA and Wi-Fi users to
achieve their harmony coexistence. However, to the best of our
knowledge, the existing coexistence schemes based on learning
algorithms either rely only on simulations without investigating
the gap to the analytical bound, or only focus on a single
performance metric (i.e., fairness or throughput). In addition,
there is no related papers considering joint optimization of the
parameters from both LTE and Wi-Fi networks in a distributed
manner. In this paper, a distributed reinforcement learning based
coexistence scheme is proposed to jointly select the optimal
window size for both networks while considering the trade off
between throughput and fairness. An analytical upper bound is
also devised for performance comparison.
Our contributions can be summarized in four-fold. First, an

analytical model to evaluate the throughput performance of Wi-
Fi and LTE-LAA networks is developed. Second, subject to the
system fairness constraint, the upper bound of the total system
throughput is calculated employing a branch-and-bound based
algorithm. Third, depending on whether the information of the
two systems is exchangeable or not, we propose both cooperative
and non-cooperative learning algorithms to intelligently tune the
contention window size for both networks. Multi-armed bandit
learning technique is adopted to obtain the optimal coexisting
performance due to its stateless property. More details of the
justification on the multi-armed bandit learning can be found
in Section V. Finally, extensive simulations are conducted to
demonstrate that the proposed learning algorithms can sig-
nificantly improve the coexistence performance. Particularly,
the cooperative version can closely approach the analytical
bound.
The remainder of this paper is organized as follows. Section II

summarizes the related works. Section III describes the access
protocol of Cat 4. The analytical framework is developed in
Section IV to investigate the coexisting performance of LTE-
LAA and Wi-Fi systems. In Section V, the proposed learning

algorithms are elaborated. Numerical results on performance
of the proposed algorithms are presented in Section VI. Sec-
tion VII concludes the paper and discusses the possible future
work.

II. RELATEDWORK

In the literature, most prior works studying the performance
of coexistence between LTE-LAA and Wi-Fi users focus on the
access protocol of Category 4 (Cat 4) algorithm which is pro-
posed in the 3GPP Release 13. There are three other categories
defined in the 3GPP Release 13, yet with less generality. In Cat 1,
LTE-LAA users access the channel in an on/off pattern, which is
adverse to the ongoing Wi-Fi transmissions. Cat 2 and 3 adopt the
feature of LBT, a similar channel access scheme to CSMA/CA
in Wi-Fi, but the backoff either has a deterministic time or a fixed
window size. In Cat 4 algorithm, LTE-LAA nodes adopt a similar
channel access scheme with Wi-Fi nodes which is CSMA/CA.
But, Cat 4 and CSMA/CA may have different backoff mech-
anisms, sensing time and slot time. For example, Wi-Fi nodes
use the binary exponential backoff (BEB), whereas the backoff
window size in Cat 4 isqwhich is chosen in a dynamic range
[X, Y]. In [17], an analytical framework to investigate the down-
link coexistence performance between Wi-Fi and LTE-LAA is
proposed when LTE-LAA adopt the fixed window size. The
main reason that Cat 4 algorithm attracts the most attention is
that Cat 4 can perform similarly to CSMA/CA protocol which is
adopted by Wi-Fi users. In [18], authors propose a Markov model
to study the downlink LBT Cat 4 mechanism considering that the
network parameters, i.e., sensing time and slot time, are the same
as Wi-Fi. Similarly, in [19], the backoff processes of Wi-Fi and
LTE-LAA are both modeled as bi-dimensional Markov chain.
To the best of our knowledge, most previous works consider that
the LTE-LAA users use the same network parameters as Wi-Fi.
The impacts when LTE-LAA users adopt different parameters
setting are seldom investigated. In [20], authors point out that
the collisions between LTE-LAA users and Wi-Fi users can be
significantly mitigated if the sensing time and slot duration of
LTE-LAA users are different from Wi-Fi users. Therefore, to
alleviate the collisions and improve the spectrum efficiency,
the network parameters should be separately and appropriately
selected.
Besides, some existing works focus on the fairness issue.

Since LTE over unlicensed spectrum was first proposed, there
have been serious concerns about the fairness preservation of
other existing unlicensed technologies, such as Wi-Fi and Blue-
tooth technologies. In [21], the impact of the key channel access
parameters on the fairness and the throughput of the LAA/Wi-Fi
coexistence system was investigated. According to the numerical
results in [22], the performance of Wi-Fi could be starved if LTE
adopts the scheduling based access without sensing the channel
before transmitting in the unlicensed band. As Wi-Fi nodes can
only transmit when the channel is not occupied, LTE users would
keep transmitting while Wi-Fi users would be forced to stay in
the backoff stage in the coexisting situation. Therefore, it is de-
sired to design a fair and efficient coexistence scheme to protect
Wi-Fi performance by regulating LTE transmissions. Several
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coexistence schemes have been proposed to improve the perfor-
mance of coexistence between LTE and Wi-Fi [23]–[29]. Most
proposed algorithms dynamically adapt the protocol parameters
for either LTE or Wi-Fi. Also, most of the related works are LTE
performance-oriented. In [23], a Maximum Contention Window
Timer Mechanism (MCWTM) is proposed for LTE-LAA user
which requires LTE-LAA users to adopt the similar feature as
Wi-Fi, i.e., maximum retry limit to improve the performance
of LTE-LAA users. Authors in [24] propose an enhanced LBT
which jointly considers the total system throughput and fairness.
In the proposed algorithm, the optimum idle period is selected
for WLAN. Similarly in [25], blank sub-frame is introduced
for LTE users to improve fairness. During the blank sub-frame,
LTE users are not allowed to transmit, so Wi-Fi users could
get more opportunities to transmit. Other than selecting the idle
period, some algorithms consider the adaption of the window
size. In [26], the proposed algorithm update the window size
in regard to the slot utilization ratio which is calculated using
busy time observed in an observation window. In this paper,
the window size of LTE users is chosen in the range[X, Y].
If the utilization ratio is lower than a predefined threshold,
the value ofXis decremented by a step size. Meanwhile, the
value ofYis incremented by one step size when the utilization
ratio is larger than the threshold. The proposed algorithm can
improve the LAA throughput performance 5%comparing to
fixed window size. Note that, adapting only the range of window
size could only improve the performance slightly. Following the
similar concept of step size, authors in [27] jointly consider the
adaptation of CCA period and window size. The value of CCA
is updated based on the fairness constraint, while the window
size is updated based on the delay constraint.
With the capability of machine learning in solving problem in
a dynamic but statistical environment, some related works focus
on the algorithm design based on machine learning. In [28], a
Q-learning based algorithm is proposed to autonomously select
the combination of transmission time and muting period to im-
prove only the fairness between the LTE-U and Wi-Fi networks.
In [29], the authors propose a Neural Network based scheme
which can select the optimal window size for LTE-U based on the
predicted number of Negative Acknowledgements (NACKs).
According to the simulation results, the proposed scheme can
improve the performance in terms of throughput and latency.
Authors in [30] propose a Q learning algorithm to dynamically
select the duty cycle for LAA users to improve the coexistence
performance. But the definitions of the state and cost function
are heavily dependent on some predefined the target value which
is not flexible in practice. In [31], a Q learning based algorithm is
put forward to dynamically select the ratio of blank frame during
one sub-frame and the size of sub-frame for only LTE users. Yet
the proposed algorithm only consider the performance of LTE
users.
To the best of our knowledge, there is no learning based

algorithm which can select the key parameters for both LTE-
LAA and Wi-Fi networks in a distributed manner. Motivated by
this, we first propose a cooperative learning algorithm in which
the throughput information of both networks can be exchanged.

For better practicality, a non-cooperative learning algorithm is
proposed when the information of both networks is not ex-
changeable. Moreover, we compare the performance of both
algorithms with some existing algorithms and the developed
analytical upper bound.

III. DESCRIPTION OFLTE-LAA PROTOCOL

As specified in 3GPP Release 13, LTE-LAA nodes are re-
quired to perform an Initial Clear Channel Assessment (ICCA)
which is at least 20usprior to transmission. LTE-LAA nodes
can transmit on the channel immediately if the channel is sensed
idle during ICCA. And LTE-LAA nodes can occupy the channel
foratmost13/32qms, where the value ofqis selected in a
predefined range[X, Y][32]. If the channel is not idle during
ICCA, the node must perform an Extended CCA, where the
channel should be observed idle forNECCA slots. We can
notice thatNslots do not need to be consecutive. The value of
Nis randomly selected in the range[0,q−1]. In other words,N
is similar to the backoff counter for Wi-Fi nodes. The value ofN
would be reduced by one when the channel is idle for one slot.
When LTE-LAA node finds the channel busy during ECCA,
the value ofNwould freeze and resume when the channel is
sensed idle again for one slot. The values of bothXandYare
configurable. There are several candidates for the contention
window size, e.g., fixed, exponential. The Cat 4 algorithm is
illustrated in Fig. 1. As shown in Fig. 1, the LTE-LAA node
enters ECAA when the channel is busy during ICCA. During
ECCA, the LTE-LAA node keeps sensing the channel until
it is idle forN ECCA slots after a failed ICCA. In Cat 4
algorithm, LTE-LAA nodes behave similarly as Wi-Fi nodes
which adopt CSMA/CA as the channel access scheme. But,
Cat 4 and CSMA/CA may have different backoff mechanisms,
sensing time and slot time. For example, Wi-Fi nodes use the
binary exponential backoff (BEB), whereas the backoff window
size in Cat 4 isqwhich is chosen in a dynamic range[X, Y].

IV. ANALYTICALMODEL

In this section, we develop the analytical model to evaluate
the performance of LTE-LAA and Wi-Fi nodes. Specifically, we
consider thatNlLTE-LAA nodes (can be either base station or
user equipment) andNwWi-Fi nodes (can be either access point
or station) are coexisting in the same unlicensed frequency.
We consider a more general scenario where both uplink and
downlink traffic can be transmitted in the unlicensed spectrum
to leverage the full benefits of LTE operation in unlicensed
spectrum.
Both LTE-LAA and Wi-Fi nodes carry persistent traffic. And
the channel is ideal where all the nodes can sense the trans-
missions of others. In this work, all nodes adopt the feature of
LBT to access the channel. Based on our previous work [20],
when the sensing time and slot time of LTE-LAA users are
carefully selected, the probability that LTE-LAA nodes collide
with Wi-Fi nodes is negligible. Thus, in the analytical model,
we consider that the sensing time and slot time of LTE-LAA
are co-prime with Wi-Fi nodes. The collisions between Wi-Fi
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Fig. 1. Cat 4 algorithm.

TABLE I
LIST OFNOTATIONS

users and LAA happen when they transmit in the same slot,
i.e.,CCAl+σlnl=DIF S+σwnw, wherenl,nw are the
minimum backoff counters of LAA and Wi-Fi users after one
busy transmission, andσl,σware the slot times of LAA and
Wi-Fi, respectively. In this paper, we adopt the IEEE 802.11a/ac
parameters, namely, DIFS=34μs andσw=9μs. On the other
hand, LAA uses a CCA time of 20μs andσl=20μs. Unless the
value ofCCAlis chosen to be 34+9r,r={−1,0,1,2,...},
andσl=9k,{k=1,2,..}, the collision probability between
LAA and Wi-Fi users cannot be ignored; Otherwise, the colli-
sions between LAA users and Wi-Fi users are negligible and
can be assumed as zero. Notice that, our model can be ready to
modify to consider the collision between LTE-LAA and Wi-Fi
nodes. But, we choose to ignore due to the negligible impact on
the throughput. Unlike the exponential backoff window adopted
by Wi-Fi, LTE-LAA nodes are assumed to adopt a fixed window
size which is chosen in the range[X, Y]. And the window size of
all LTE-LAA nodes is identical which is denoted asCl.Next,we
derive the throughput of both LTE-LAA and Wi-Fi network. The
main parameters used in the analytical part is listed in Table I.
The channel access of both Wi-Fi and LTE-LAA nodes can be
modeled using renewal theorem [33]. DenoteDwas the average
duration between two successive successful transmissions of one
tagged Wi-Fi node or the service time. Similarly,Dldenotes
the average service time of one tagged LTE-LAA node. We
analyze all the possible events could happen duringDlandDw.
Since one Wi-Fi node can successfully transmit a frame on every
Dwslots, thus on average it can successfully transmitDl/Dw

frames duringDl. Therefore, the total successful transmissions
including Wi-Fi and LTE-LAA nodes duringDlcan be written
as,
For each LTE-LAA node,Clis fixed. Thus, the average
backoff time before one transmission is given by,

Wl=

X+Y

2
−1

2
=
Cl−1

2
. (1)

DefineAw andAlas the average number of transmissions
of one Wi-Fi node duringDw and the average number of
transmissions of one LTE-LAA node duringDl, respectively.
For each Wi-Fi node, multiple transmissions can be made be-
fore either the transmission is successful or the retry limit is
reached. Denoteτw as the transmission probability of Wi-Fi
node, the conditional collision probabilityPw can be calcu-
lated as 1−(1−τw)

(Nw−1). Given the conditional collision
probabilityPw and the retry limitm, the average number of
transmissions duringDwis given by,

Aw=
1−Pw

m+1

1−Pw
. (2)

Unlike Wi-Fi node, LTE-LAA node keeps transmitting until
the frame is successfully transmitted. Given the probability that
LTE-LAA node collides with other nodes asPl, the average
number of transmissions duringDlis,

Al=
1

1−Pl
. (3)

AmongAw transmissions, only the last one transmission is
successful. Given that each Wi-Fi node experiences(Aw−1)
unsuccessful transmissions duringDw on average, the total
unsuccessful transmissions from the aspect of Wi-Fi users during

Dlcan be calculated as
Dl/Dw(Aw−1)Nw

2
. We assume that

the collision occurs when two users are transmitting concur-
rently. Because, the probability that three or more than three
users transmit in the same slot is extremely low. Summing up
all the possible events,Dlcan be expressed as,

Dl=Tst+
(Al−1)Nl(Tl+CCAl)

2

+
Dl/Dw(Aw−1)NwTwc

2
+AlWlσl. (4)

Note that theTwcincludes the duration ofCCAwand can be
written as,

Twc=Tdata+ACKtimeout+CCAw (5)
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The service timeDwof Wi-Fi nodes can be derived similarly as
LTE-LAA nodes and given by

Dw=NwsTw+
1

2
(Aw−1)NwTc+Ww

+
Dw/Dl(Al−1)NlTl

2
+Nl

Dw
Dl
Tl, (6)

where Wwdenotes the average backoff time of a Wi-Fi node
duringDw.Twsdenotes the duration of a successful transmis-
sion from Wi-Fi user and can be written as,

Tws=Tdata+TACK+CCAw (7)

The first line in (6) represents the average transmissions from
Wi-Fi nodes and average waiting time due to the backoff.
Meanwhile, the second line represents the transmissions from
LTE-LAA nodes.
For Wi-Fi nodes, before the retry limit is reached, the backoff

window size will be doubled when a collision occurs. Given the
minimum window size isCwand the retry limit is m, the average
backoff time duringDwis written as,

Ww=

m−1

i=0

Piw(1−Pw)

i

j=0

2jCw
2
+Pmw

m

j=0

2jCw
2
. (8)

After obtaining the service time of both LTE-LAA and Wi-Fi
nodes, we can derive the throughput of two networks.
DuringDl, each LTE-LAA node transmits at rateRforTl

slots, therefore, the total throughput ofNlLTE-LAA nodes in
the unlicensed band is given by:

Thl=
NlTlR

Dl
. (9)

DuringDw, each Wi-Fi node transmit a packet of PL bits.
Therefore, the total throughput of all Wi-Fi nodes is given by,

Thw=
NwPL

Dw
. (10)

A. Optimization Problem

In this section, we formulate the optimization problem. The
backoff window sizeClof LTE-LAA nodes and the minimum
window sizeCwof Wi-Fi nodes can be selected to maximize
the total system throughput, while to ensure the fair coexistence.
Although, the window size of LTE-LAA nodes can be selected
between[X, Y]in Cat 4 algorithm. But the performance can be
slightly improved if the value ofXandYare both adaptive.
In addition, when the average window size is given, there are
different possible[X, Y]ranges which can achieve the same
average window size. ThereforeClis the average window size.
A tolerance parameterζis introduced to guarantee fairness be-
tween LTE-LAA and Wi-Fi network. The optimization problem
can be formulated as

maximize
Cl,Cw

Thl+Thw

subject toClmin ≤Cl≤Clmax,

Cwmin ≤Cw≤Cwmax,

Thl
Thw

−1≤ζ, (11)

Fig. 2. SBnB algorithm.

where the first two constraints represent the constraints onCl
andCwand the last constraint specifies the fairness requirement.
For non-convex problems, the optimal solution can be ob-
tained by Branch and Bound (BnB) optimization method [34].
Thus, we propose a semi-BnB(SBnB) algorithm to find the
optimal solution. In the classic BnB algorithm, the searching
space is divided into different subsets which is called branching
or splitting. The algorithm keeps track of both lower bound and
upper bound of each branch. These bounds are used to prune
the search space. Because the bound on the branch may prove
that candidate solutions in this branch do not contain an optimal
solution. Thus, many branches can be terminated. The SBnB
algorithm to find the optimal window size is shown in Fig. 2.
In this example, the window size of both Wi-Fi and LTE-LAA
nodes can be chosen from{6,8,10...36}. Thus, we first split
the search space based on the window size of LTE-LAA users

and calculate only the lower bound of the ratio|
Thl
Thw

−1|on

each branch. If the lower bound on this branch cannot satisfy
the fairness requirement, this branch will be pruned.

V. PROPOSEDLEARNINGSCHEMES

As mentioned in the previous section, the optimal window size
of both Wi-Fi nodes and LTE-LAA nodes can be derived using
analytical model. But the full network information including the
number of nodes in the other network and the traffic pattern must
be available for either network. In addition, the traffic is also
dynamic in terms of the average packet size and the arrival rate.
Therefore, in this section, we discuss how to apply reinforcement
learning technique to select the optimal backoff window size for
both LTE-LAA and Wi-Fi nodes in a distributed manner with
no prior knowledge.
Unlike supervised learning or unsupervised learning, rein-
forcement learning can only make the optimal decisions based
on the experience. The optimal action in reinforcement learning
is the action that has the highest cumulative long term re-
ward.Instead of using other learning techniques like Q learning,
multi-armed bandit learning is adopted in this work due to its
stateless property. The “stateless” means that there is no state
transition and the reward is only dependent on the action. In
classic multi-armed bandit problem, we are given a slot machine
withnarms with each arm having its own rigged probability
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distribution of success [35]. Since the true probability distri-
butions ofnarms are unknown, the ultimate goal is to find
the optimal arm with the best value regardless of the state.
The reinforcement learning algorithms can be divided into two
categories: tabular solution based on estimating action value and
function approximation-based solution. Note that multi-armed
bandit learning focuses on learning/estimating the mean value
of each arm which falls into the scope of tabular solution.
Specifically, for our existence problem, either LAA or Wi-Fi
users are only faced with different selections of window size
which can be modelled as different arms (action). The reward
of each action is random due to the unawareness of the actions
taken by other users. Therefore, multi-armed bandit learning is
suitable to our coexistence problem.
In reinforcement learning, no prior knowledge of environment

is needed. There are two important matrices which are Q-matrix
and Reward-matrix (R-matrix) in reinforcement learning. R-
matrix is a matrix that has the number of states as rows and
number of actions as column. R-matrix stores the instant reward
obtained from each action. While Q-matrix stores the estimated
value of each action. Note that Q-matrix has the same dimension
as the R-matrix. In multi-armed bandit learning, there is no state
information which means you are only faced repeatedly with
different actions. Thus, both Q matrix and R-matrix have only
one row.
DenoteQt(a)as the estimated value of actionaon thet-th
time step. One straightforward way to estimate the mean value of
actionais to average all the rewards when actionawas selected.
Given that actionahas been selectedNt(a)times prior to time
t, the estimated value can be written as,

Qt(a)=
Nt(a)
i=1 Ri
Nt(a)

, (12)

whereRiis the instant reward when action is selected for the
i-th time. Obviously, we can maintain a record of all previous
rewards and then perform the calculation to get the estimated
Q(a)value. However, the problem is that the memory and com-
putational requirements would grow over time as more rewards
are obtained. For simplicity, we can devise incremental formulas
for updating averages with small, constant computation required
to process each new reward.
Denotetkandt(k−1)as the time when actionais selected
for thek-th time and the(k−1)-th time. DenoteQtk(a)and
Qt(k−1)(a)as the estimated value of actionawhen actionais
selected for k-th time and (k-1)-th time. Given the instant reward
of actionaattkasRtk,Qtk(a)can be iteratively updated as,

Qtk(a)=Qt(k−1)(a)+
1

k
(Rtk−Qt(k−1)(a)). (13)

The value ofQ(a)is not changed betweentk−1andt(k−1).Be-
cause the value ofQ(a)is only updated when action is selected
again. In reinforcement learning, there is always a dilemma be-
tween the exploration and exploitation. When the agent exploits
the environment, it will choose the current optimal action based
on previous trials. Meanwhile, when the agent explores, it will
randomly choose an action hoping that it may yield a higher
reward. In other words, an agent can investigate new actions

by exploring, while by exploiting it selects the best action from
the already investigated actions.-greedy and softmax are two
common approaches to find a balance between exploration and
exploitation. In this paper, we adopt the-greedy policy as the
exploration strategy. For-greedy policy, the probability that an
agent selects a random action isand probability that the action
with the highest Q-value is chosen is (1−). Instead of using a
constant, we adopt an adjustablein that the value ofshould
be high in the beginning to ensure that more explorations are
performed. But when the agent has already investigated some
actions, more exploitation should be performed. Therefore, in
this paper, we decay the value of after a number ofN by a
p(e.g.,0.1) and keepthe same whenreaches the minimum
valuemin.
Based on whether the information of both networks can be

exchangeable or not, two learning based algorithms are pro-
posed, i.e., cooperative learning algorithm and non-cooperative
learning algorithm. When two networks are cooperative, the
throughput information of both systems can be obtained by
both networks. On the other hand, when two networks are not
cooperative, each network can only obtain the information of
its own. Both learning algorithms can be performed in a dis-
tributed manner which means LAA and Wi-Fi networks perform
the learning algorithm independently and separately. Since the
learning algorithm in this work focus on the coexistence between
Wi-Fi network and LAA network, to ensure fairness between
different users in the same network, we assume that all LTE-LAA
nodes adopt the same window size and the minimum window
size of all the Wi-Fi nodes are the same.

A. Cooperative Learning Algorithm

We define each element in cooperative learning as follows.
Agent:
Because, we assume that all Wi-Fi nodes use the same
minimum window size and all LTE-LAA nodes adopt the
same window size. Thus, the AP of the Wi-Fi network can
be considered as an agent. Also, the BS of the LTE-LAA
network is another agent.
Action:
The action of each agent is to select the window size that
can maximize the system throughput while satisfying the
fairness constraint. For Wi-Fi AP, the minimum window
sizeCwcan be chosen from set{Cw,Cw+2...Cwmax}.
Similarly, the window sizeClcan be selected in set
{Cl,Cl+2...Clmax}.
Reward:
We define the reward function for each action as,

R(action) =

⎧
⎪⎨

⎪⎩

Thl+Thw+100, if
Thl
Thw

−1≤ζ

100−|
Thl
Thw

−1|10,if
Thl
Thw

−1≥ζ

When the fairness requirement is not satisfied, the larger

reward means that the ratio between
Thl
Thw

is closer to 1.

Meanwhile, when the fairness requirement is met, larger
reward means larger total system throughput. Adding 100
when the fairness constraint is satisfied can ensure the
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reward when the fairness constraint is satisfied must be
larger than the reward when the fairness constraint is not
satisfied.

In Algorithm 1, we present the procedure of the cooperative
learning. The proof of convergence of the cooperative learning
algorithm can be found in [36]. In [36], authors prove that the
convergence can be guaranteed for multi-agent system if one
state Q learning algorithm is used and all agents have common
interest. In our cooperative learning algorithm, the updating rule
of Q matrix which is in (12) is same as one state Q learning
in [36]. In addition, the agents in our proposed learning algorithm
have same throughput-related reward, thus having common in-
terest. Therefore, the convergence of the cooperative learning
algorithm is guaranteed.

B. Non-Cooperative Learning Algorithm

We define each element in non-cooperative as follows.
Agent:
The Wi-Fi AP and the LTE-LAA BS are the agents. We
assume that the Wi-Fi AP can choose the window size for
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TABLE II
PARAMETERS

all Wi-Fi nodes. Similarly, the window size of all LTE-LAA
nodes can be controlled by one BS.
Action:
For each agent, the actions can be chosen is the selection of
window size. For Wi-Fi AP, window sizeCwcan be chosen
from set{Cw,Cw+2...Cwmax}. Similarly, the window
Clcan be selected in set{Cl,Cl+2...Clmax}.
Reward:
Since in non-cooperative learning, the throughput of other
network is not obtainable, one indicator which can imply
the throughput of other network should be adopted. Thus,

instead of using the real ratio of
Thl
Thw

in cooperative learn-

ing, in the non-operative algorithm, on time is introduced
to represent the throughput of other network. On time is
defined as the sum of both successful transmissions and
collisions. When Wi-Fi AP performs the learning algo-
rithm, the reward function is defined as,

R(action) =

⎧
⎪⎨

⎪⎩

Thw+Onl+100, if
Onl
Onw

−1≤ζ

100−|
Onl
Onw

−1|10,if
Onl
Onw

−1≥ζ,

whereOnlandOnware the on time for LTE and Wi-Fi
nodes.
When LTE-LAA BS performs the learning algorithm, the
reward is defined as,

R(action) =

⎧
⎨

⎩

Thl+Onw+100, if|OnlOnw
−1|≤ζ

100−|
Onl
Onw

−1|10,if
Onl
Onw

−1≥ζ

The non-cooperative learning algorithm is described in
Algorithm 2.

VI. PERFORMANCEEVA L UAT I O N

To validate the proposed analytical model and evaluate the
proposed learning algorithms, extensive simulations have been
performed using MATLAB. The main parameters used in the
simulations are listed in Table II.
To better illustrate the effects of parameter setting, we plot

the collision probability and system throughput under different
combinations ofCCAand slot duration. For Wi-Fi nodes, the
parameters are set based on the IEEE 802.11a/ac standard, i.e.,
CCAw=34μs andσw=9μs [37]. The probability that Wi-Fi
and LTE-LAA nodes transmit concurrently is shown in Fig. 3(a).
The collision probability can not be ignored if the LTE-LAA

Fig. 3. Effects of parameter setting. (a) Collision probability. (b) System
throughput.

Fig. 4. Throughput vsNl.

and Wi-Fi nodes adopt the same slot duration and CCA time.
Also, the collision probability increases with the number of
Wi-Fi nodes due to the increased contentions. It can be seen
that the collision probability can be greatly mitigated when the
slot durationσlof LTE-LAA nodes is co-prime with the slot
durationσwof Wi-Fi nodes. Therefore, the system withσl=
20μs performs much better than the system withσl=9μs which
is shown in Fig. 3(b). In addition, the system throughput with
CCAw=20μs andσw=20μs is larger than the system where
CCAw=34μs andσw=20μs. Although both settings have

Authorized licensed use limited to: Illinois Institute of Technology. Downloaded on August 31,2020 at 21:18:57 UTC from IEEE Xplore.  Restrictions apply. 



8772 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 69, NO. 8, AUGUST 2020

Fig. 5. Throughput when one system is adaptive. (a) Throughput vsCl: (b) Throughput vsCw.

Fig. 6. Both adaptive vs Only one adaptive. (a) Without fairness constraint. (b) With fairness constraint.

negligible collision probability, the latter setting has lager CCA
time which decreases the spectrum efficiency. The above results
not only prove the importance of the parameter setting, but
also justify the assumption on the collisions between LTE-LAA
nodes and Wi-Fi nodes in the analytical parts.
The throughput of both LTE-LAA and Wi-Fi nodes are plotted

in Fig. 4. The number of Wi-Fi nodes is six andClandCware
both 16. As shown in Fig. 4, the total throughput of LTE-LAA
network increases when the number of LTE-LAA nodes is
smaller than four due to the increased chance of transmissions
from LTE-LAA users. But when there are more than four LTE-
LAA nodes, LTE-LAA throughput keeps dropping due to the
increased number of collisions between two LTE-LAA nodes.
The throughput of Wi-Fi nodes monotonically decreases when
the number of LTE-LAA nodes increases. Since, with more LTE-
LAA nodes, Wi-Fi nodes are less likely to win the competition
and transmit in the unlicensed band. The fairness issue between
LTE-LAA and Wi-Fi nodes becomes serious when the number
of LTE-LAA nodes is larger than one. The fairness issue arises
mainly due to the longer transmission time from LTE-LAA and
the window size of LTE-LAA is not adaptive as Wi-Fi which
adopts the exponential backoff window. To improve the coexis-
tence performance, the window size of LTE-LAA nodes should
be more adaptive. In Fig. 5, we plot the performance when the
window size of only one network is adaptive. It can be observed

in Fig. 5(a) that the throughput of Wi-Fi nodes increases as the
window size of LTE-LAA nodes increases due to the longer
waiting time of LTE-LAA nodes provides more opportunities
for Wi-Fi nodes to transmit. In addition, whenClequals 22, the
maximum system throughput can be obtained. But, LTE-LAA
and Wi-Fi nodes can not achieve similar performance when only
the window size of LTE-LAA is adaptive. The results in Fig. 5(b)
show that the unfairness issue can be improved if the window
size of Wi-Fi users is adaptive. Also, whenCwequals 10 both
networks have similar throughput. Simulation results validate
the proposed analytical model.
According to the previous figures, the coexistence perfor-
mance can be improved when the window size of only one
network is appropriately selected. In Fig. 6, we plot the com-
parisons between two window size are adaptive and only the
window size of either LTE-LAA or Wi-Fi is adaptive. When
the window size of LTE and Wi-Fi nodes are both adaptive, the
range ofClandCware both [6,36]. In Fig. 6(a), we can clearly
observe that the system where window size of both networks are
adaptive performs much better than that only the window size
of one network is adaptive when there is no fairness constraint.
Especially, total system throughput increases to 44 Mbps when
there are two Wi-Fi nodes. And when the number of Wi-Fi nodes
is 10, the difference between double adaptive and only one is
adaptive becomes almost 3M. The gap between both adaptive
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Fig. 7. Sum of Q matrix (Cooperative learning).

Fig. 8. Probability of action selection. (a) Wi-Fi AP. (b) LTE-LAA BS.

and only one is adaptive becomes larger when the number
of Wi-Fi nodes increases. Because the appropriate selection
window size can mitigate the collisions when there are more
users. Thus, the selection of the window size becomes more
critical when there are more competitions in the channel. To
jointly consider the fairness and the system, the performance
comparison between double adaptive and single adaptive given
fairness constraint is plotted in Fig. 6(b). When the fairness
tolerance rate is 0.2, the optimal total system throughput is
smaller than the optimal total system throughput when there is no
fairness constraint. Although the gap between double adaptive
and only one is adaptive becomes smaller when there is fairness
constraint, both adaptive system still provides gain compared to
only one network is adaptive.

Fig. 9. Performance of cooperative learning. (a) Without fairness constraint.
(b) With fairness constraint.

Fig. 7 illustrates the convergence of the cooperative learning
algorithm. The horizontal axis is the number of iterations and
the vertical axis is the sum of the values in the Q matrix. When
the sum of the Q matrix converges, the agent has finished the
learning procedure and can perform the optimal action in any
state. As shown in the figure, the reward continues to grow
in the beginning. After a sufficient amount of iterations, the
agent has learned the optimal window size which can obtain the
maximum throughput while satisfying the fairness requirement.
Furthermore, the sum of Q matrix of both LAA and Wi-Fi tends
to be the same.
In Fig. 8(a), the probability of action selection for LTE-LAA

and Wi-Fi nodes are plotted when there are four LTE-LAA
nodes and two Wi-Fi nodes. Based on the figures, we can see
that the selection of the actions is uniformly distributed at the
beginning of the learning. After some iterations, agents obtain
some knowledge of the reward on different actions and select
the actions based on the reward. For Wi-Fi AP, it tends to choose
window size as 36 with 0.8 probability. And LTE-LAA BS tends
to select the window size as 8.
The performance comparisons between the analytical bound

and cooperative learning algorithm with fairness constraint and
without fairness constraint are plotted in Fig. 9. In Fig. 9(a),
the tolerance rate is set to infinity which means the optimization
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Fig. 10. Performance of non-cooperative learning. (a) Throughput without

fairness constraint (b) Throughput with fairness constraint (c)
Thl
Thw

.

problem only considers the total system throughput. In addition,
the average throughput when LTE-LAA nodes adopt the expo-
nential backoff is also plotted in Fig. 9(a). The results show that
the cooperative learning algorithm can closely reach the analyt-
ical bound and perform much better than exponential backoff.
Similarly, in Fig. 9(b), the difference between the cooperative
learning and analytical bound is sufficiently small.
The performance of the proposed non-cooperative learning
algorithm is plotted in Fig. 10. In Fig. 10(a), we can observe
that the non-cooperative learning algorithm can not perform as

good as cooperative learning algorithm due to the less obtainable
information. But the non-cooperative algorithm can still perform
much better than the original Cat 4 algorithm. In Fig. 9(b), the
throughput of the non-cooperative algorithm under fairness con-
straint is compared with analytical upper bound and cooperative
algorithm. As shown in Fig. 10(b), with more Wi-Fi nodes,
the gap between cooperative learning algorithm and analytical
bound becomes larger. Because with more Wi-Fi nodes, the

difference between
Onl
Onw

and
Thl
Thw

becomes larger due to the

increased collisions from Wi-Fi nodes. Due to the similar reason,
in Fig. 10(c), when the number of Wi-Fi nodes is small, the
non-cooperative algorithm can satisfy the fairness requirement.
But when there are more Wi-Fi nodes, the fairness constraint
can not be satisfied.

VII. CONCLUSION

In this work, we have developed an analytical framework to
evaluate the performance of LTE-LAA over unlicensed band
using the protocol of Cat 4. The upper bound of total through-
put has been calculated using the proposed analytical model.
By considering that the full network information may not be
obtainable and the network is dynamic, reinforcement learn-
ing has been introduced to adaptively tune the key parameters
in both networks. Based on whether the information between
different networks is exchangeable or not, two versions of
distributed learning based algorithms which are cooperative
and non-cooperative have been put forward. The simulation
results have shown that both proposed learning algorithms can
significantly improve the total throughput performance while
satisfying the fairness constraints. Particularly, the cooperative
learning can mostly reach the analytical upper bound. Due to the
less obtainable information, non-cooperative algorithm cannot
perform as well as cooperative learning algorithm, but it can
still provide substantial gain compared to Cat 4 algorithm. In
our future work, we will enhance the algorithms by considering
the hidden node problem. Analysing LTE-LAA in multi-hop is
also under investigation.
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