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Abstract—Recent advances in communications technologies
and the proliferation of connected devices have spawned a
variety of information-centric Internet-of-Things (IoT) systems,
where timely information updating is normally required. Age of
Information (AoI) has recently been introduced to quantify the
freshness of the knowledge the controller has about the remote
information sources. With the development of IoT applications,
it is becoming increasingly common that the application-level
services, e.g., status updates, rely on the timely delivery of
fresh information from a number of information sources. In
this article, we study the application-oriented scheduling for
optimizing information freshness in the presence of correlated
information sources. To this end, we adopt the concept of Age
of Correlated Information (AoCI) and formulate the schedul-
ing problem as an episodic Markov decision process (MDP)
problem with an application-oriented policy. Given the complex-
ity of the above problem, we develop a learning-based approach
that not only leverages the emerging deep reinforcement learning
(DRL) techniques but also exploits diverse-domain knowledge.
The numerical results show that the proposed approach achieves
better performance in terms of AoCI, compared to some typical
baseline methods.

Index Terms—Age of Information (AoI), deep reinforcement
learning (DRL), information correlations, scheduling.

I. INTRODUCTION

T
HE Internet of Things (IoT) is regarded as one of the

biggest paradigm shifts that have the potential to change

all aspects of our lives drastically. Due to the convergence of

pervasive connectivity and ubiquitous computing, IoT systems

are becoming increasingly information centric, evolving from

end-to-end data communication networks to integral intelli-

gent systems that involve sensing, data analytics, information

extraction, and decision making. In these systems, there is

a commonly centralized controller that collects the raw data

from diverse devices with different sizes and shapes and sup-

ports a variety of IoT applications, such as home security

applications and home appliances management applications

in a smart home ecosystem. The Quality of Service (QoS)

of most of IoT applications, particularly those real-time ones,
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depends heavily on the timely delivery of fresh information.

For example, in an industrial automation application, the con-

trol center needs to collect time-sensitive measurements from

different machines for maintaining situational awareness and

performing real-time control.

Given the importance of optimizing the timeliness of

information update in real-time applications, a performance

metric, called Age of Information (AoI), has recently been

introduced to quantify the freshness of the knowledge the

controller has about the remote information sources [1].

Specifically, the AoI is defined as the time elapsed since

the generation of the latest updated information. Due to the

capability of capturing information freshness in various appli-

cations, AoI has sparked tremendous interests and been studied

in many networking systems [2], ranging from wireless sen-

sor networks, cellular networks to vehicular networks. The

optimization of AoI requires careful considerations over the

whole lifetime of the information, i.e., from its creation to the

delivery, which yields a series of novel system designs in the

areas of sampling strategy [3]–[5], queuing discipline [6]–[8],

and link scheduling policy [9]–[18].

The fundamental difference between AoI and other QoS

metrics, e.g., latency and throughput, is that AoI is information

centric rather than transmission centric. However, in the

present state of the art, the evaluation of information freshness

is still constrained at the packet level or message level, that

is, the controller’s knowledge gets refreshed upon the delivery

of a single packet. In this article, we argue that the received

information is effective only when it helps the applications or

users to make certain meaningful decisions or facilitate spe-

cific application-level actions. From this angle, the existing

packet-level AoI modeling cannot well meet the application-

level service requirements in many practical scenarios, where

a user or an application has to aggregate the information from

multiple sources for making a sensible decision. For example,

an indoor routing algorithm may rely on the real-time position

information of the object, which is obtained by aggregating the

range measurements from multiple anchor nodes. Generally,

we say two information sources are correlated if information

from them contributes to the same decision-making process.

Given the pervasiveness of the information correlation, it is

of importance to understand its influences on the develop-

ment of freshness optimization approach. Nevertheless, few

of the existing literature in this area seriously considered the

correlations across different information sources.

2327-4662 c© 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Illinois Institute of Technology. Downloaded on September 24,2021 at 00:46:11 UTC from IEEE Xplore.  Restrictions apply. 



YIN et al.: APPLICATION-ORIENTED SCHEDULING FOR OPTIMIZING AGE OF CORRELATED INFORMATION 8749

In this article, we target a study of application-oriented

scheduling for optimizing information freshness in the pres-

ence of correlated information sources. Specifically, we con-

sider a general IoT system, where various time-sensitive

information monitored by different IoT devices is collected

regularly to support multiple applications and study the trans-

mission scheduling problem for this system. We adopt the

concept of the Age of Correlated Information (AoCI) intro-

duced in [19] to characterize the application-level freshness of

information. Motivated by the recent successful applications of

the deep reinforcement learning (DRL) framework in network

optimization, we seek a DRL-based approach to deal with the

correlations that arise in the scheduling problem. The main

contributions of this article can be summarized as follows.

1) By leveraging the dynamics of the AoCI, we formulate

the scheduling problem as an episodic Markov deci-

sion process (MDP) problem and prove its NP-hardness.

Furthermore, we employ the options framework to

model the scheduling policy, which incorporates the

all-or-nothing characteristic of the AoCI-based status

update.

2) We propose a DRL-based approach that can exploit a

variety of domain knowledge and yield a reasonable

scheduling policy. Specifically, we utilize the reward

decomposition technique to exploit the special structure

of the reward signal to reduce the complexities of the

target approximations. Besides, an attention-integrated

relevance network (ARN) architecture is developed for

capturing the correlations among the applications.

3) We conduct extensive simulations to demonstrate the

effectiveness of the proposed approach. The results show

that a stable and reasonable approximation to the option-

value function can be derived by the learning agent,

which generates a scheduling policy that outperforms

conventional algorithms.

The remainder of this article is organized as follows.

Section II describes the system model as well as the freshness

optimization problem in which the correlations across different

information are considered. Section III introduces some basics

of the RL framework and the emerging DRL techniques. The

characterizations of the application-oriented scheduling pol-

icy are discussed in Section IV while Section V presents the

proposed DRL-based approach. The performance evaluation of

the proposed approach is provided in Section VI. Section VII

overviews the related work. Finally, Section VIII concludes

this article.

II. SYSTEM MODEL AND PROBLEM STATEMENT

A. System Model

We consider an IoT uplink system that is served by a local

area network (LAN), e.g., the smart homes or Industrial IoT

(IIoT) systems. An IoT hub, acting as the central controller,

collects time-sensitive information from a set M of M IoT

devices to support N IoT applications. The system works in

a frame-based manner [13], [17], where each frame consists

of T transmission slots and T < M. At the beginning of

Fig. 1. IoT system with correlated information sources (the square with a
certain color indicates a collected updating message from the corresponding
source while the arrow means that the message is consumed by an application).

every frame, each device generates a packet1 that contains

the information of its current status. This synchronized update

model occurs in many monitoring and control applications,

where packets are generated periodically. The hub pulls the

information from some devices during a transmission frame.

At the end of that frame, the hub will update the statuses of

the applications according to the information it collects. As

illustrated in Fig. 1, we consider a generic scenario in which

updating the status of an application requires to integrate

the information gathered from multiple devices. Formally, let

Fn ⊆ M denote the set of devices whose information is nec-

essary to update the status of application n. Moreover, the sets

of devices that are associated with different applications can

overlap. In other words, the packet from one device may be

useful in updating multiple applications.

1) Transmission Model: The IoT hub is in charge of the

packet transmission within each frame such that at most one

device can receive the transmission grant in one slot. The

channels between the devices and the hub are assumed to

be unreliable. Specifically, transmission failures are modeled

by independent and identically distributed Bernoulli processes,

e.g., packet erasure channels in wireless networks. That is, if

device m is scheduled in a slot, the probability for successful

packet reception and decoding is pm. In addition, the chan-

nels are assumed to be quasistatic. In this article, the channel

characteristics are described for definiteness and we consider

that the statistics of transmission failure are unknown. Packets

that remain in the buffer, either undelivered or from unselected

devices, will be dropped at the end of each frame.

2) Age of Correlated Information Model: We assume that

the IoT hub can only utilize the messages which at generated at

the same time to update the status of an application. In other

words, the status of application n will not be updated until

the latest packets from all devices in Fn are received by the

hub. As considered in [19], we employ a coflow-like abstrac-

tion [20] to model the correlations across the information from

multiple devices. Let cn(k, t) denote the AoCI with respect

to application n at the beginning of the tth slot of frame k.

1The proposed approach can be extended to handle more general case,
where one or multiple packets are needed to convey the information of a
device, by encoding the transmission progress of each device with the unary
coding scheme.
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Fig. 2. AoCI dynamic of an application over five consecutive frames (the
update for this application requires the packets from two devices, illustrated
as blue and yellow squares).

Before update, cn(k, t) grows linearly in time. If all the packets

required for updating the status of application n are delivered

over the duration of a frame, say frame k, cn(k + 1, 1) will

drop to T since all these packets are generated at the beginning

of frame k. The typical AoCI dynamic of an application over

five consecutive frames is illustrated in Fig. 2. The status of

this application is updated successfully at the end of the first

and third frames.

B. Problem Statement

We study the scheduling policy for the aforementioned

model. Let a(k, t) ∈ {0, 1, . . . , M} denote the scheduling deci-

sion at the tth slot of frame k, i.e., a(k, t) = i, i > 0 if device

i is scheduled at that slot while a(k, t) = 0 indicates an idle

slot. The quality of a scheduling policy π is characterized by

the expected long-term average AoCI of all the applications

in the IoT system, denoted by J(π)

J(π) = lim sup
K→∞

1

KNT
Eπ

[

K
∑

k=1

N
∑

n=1

T
∑

t=1

cn(k, t)

]

. (1)

During frame k, let hn,k denote the number of frames

elapsed since the generation of the latest received packet of

application n. The evolution of hn,k can be expressed as

hn,k+1 =
{

1, if Fn ⊆ Dk

hn,k + 1, otherwise
(2)

where Dk represents the set of devices whose packet gets deliv-

ered during frame k. Consider that the updates can only occur

at the end of a frame, we have

cn(k, t) = hn,kT + t − 1. (3)

With proper manipulations, J(π) can be expressed as

J(π) = lim sup
K→∞

T

KN
Eπ

[

K
∑

k=1

N
∑

n=1

hn,k

]

+ T − 1

2
. (4)

For a given system setting, i.e., N and T are fixed, the optimal

policy that minimizes J(π) is also the policy that achieves the

lowest J̃(π)

J̃(π) = lim sup
K→∞

1

K

K
∑

k=1

Eπ

[

N
∑

n=1

hn,k

]

. (5)

In this article, we aim to leverage the RL framework to pro-

pose a scheduling policy that results in low J̃(π). Particularly,

we focus on the model-free approach, where the policy is

derived through the interactions with the environment without

estimating the dynamics of the environment, i.e., the proba-

bilities pm. The model-free approach can be easily adapted

for the systems in which the environment is nonstationary,

e.g., pm changes slowly. Inspired by the recent advances in

DRL techniques, we explore an experience-driven approach

in which artificial neural networks (ANNs) are utilized as

function approximators to extract valuable knowledge that is

valuable for AoCI-based scheduling. In order to exploit both

the spatial and temporal structures of the scheduling problem,

we will develop a multiscale hierarchical framework. More

precisely, the learning agent makes the slot-level scheduling

decisions under the guidance of a frame-level policy while

the per-slot decision is abstracted as the outcome of a two-tier

decision-making process.

III. PRELIMINARIES

In this section, we introduce some basics of the RL frame-

work as well as the emerging DRL techniques. Generally, the

RL methods are applied to solve an MDP in which an agent

interacts with an environment in a discrete decision slot. Let

S and A, respectively, denote the state space of the environ-

ment and the action space of the agent. At slot τ , the agent

observes the current state of the environment, say S(τ ), and

takes an action A(τ ) according to a policy π , which is a map-

ping from S to a probability distribution over A. Afterward,

the state of the environment becomes S(τ + 1) and the agent

receives a scalar reward R(τ ), which is determined by the

reward function r(S(τ ), A(τ ), S(τ + 1)). Let G(τ ) denote the

discounted cumulative reward, i.e., G(τ ) =
∑∞

t=τ γ t−τ R(t),

where γ ∈ [0, 1] is the discount factor. The goal of the agent

is to derive the optimal policy that maximizes G(τ ) in the

sense of expectation.

The action-value function for policy π , denoted by Qπ (s, a),

plays an important role in model-free RL methods. It quantifies

the value of taking action a in state s under π , i.e.,

Qπ (s, a) = Eπ [G(τ )|S(τ ) = s, A(τ ) = a]. (6)

A fundamental property of the action-value function for any

policy π is that it satisfies the following recursive property,

also known as, the Bellman equation:

Qπ (s, a) = Es′
[

R(τ ) + γEa′∼π(s′)
[

Qπ (s′, a′)
]]

(7)

where s′ is the next state and a′ is the next action. This

property is used throughout the RL methodology. Basically,

if the action-value function for an optimal policy is known,

say Q∗(s, a), then the policy that acting greedily with respect

to Q∗(s, a), i.e., A(τ ) = argmaxa Q∗(S(τ ), a), is also optimal.

The famous Q-learning algorithm [21] leverages the Bellman

optimality equation and improves the estimate of Q∗(s, a)

iteratively via sample-based update as follows:

Q(S(τ ), A(τ )) := Q(S(τ ), A(τ )) + αδ(τ) (8)
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where α is the learning rate and δ(τ ) is called temporal-

difference (TD) error and can be calculated as

δ(τ ) = R(τ ) + γ max
a

Q(S(τ + 1), a) − Q(S(τ ), A(τ )). (9)

When the number of the state–action pair is enormous,

ANNs are used by DRL methods for learning a low-

dimensional representation of the estimate of Q∗(s, a). In

this way, the action-value function is expressed as a param-

eterized functional form with weight vector θ , denoted by

Q(s, a; θ). Typically, the ANN of Q(s, a; θ), called deep Q-

network (DQN), takes the state representation as its input

and outputs a |A|-dimensional vector, each component of

which is the Q-value with respect to a specific action. The

weights θ are updated iteratively with the objective of min-

imizing a loss function L(θ) via the gradient-based method

θ := θ − α�θL(θ), i.e., backpropagation algorithms. The

main challenge of the DRL methods is that the ANNs diverge

aggressively during the training process. The DQN approach

in [22] introduces several novel techniques to improve stabil-

ity. First, a separate target network, denoted by Q̃(s, a; θ
−)

is used to calculate the TD errors. The target network is a

copy of the DQN except that its weights θ
− are updated less

frequently. More precisely, the target network duplicates the

current weights of the DQN regularly whenever a certain num-

ber of updates of θ have been performed. θ
− are held fixed

during this interval. Second, the agent stores its experience,

say (s, a, r, s′), in a replay buffer. Instead of the latest sample

in the relay buffer, a minibatch of samples that are randomly

drawn from the replay buffer is used to update θ , which elimi-

nates the correlation between successive updates and smooths

out the training. In this way, the loss function that quantifies

the expected TD errors is expressed as

L(θ) = E(s,a,r,s′)

[

(y − Q(s, a; θ))2
]

(10)

where y = r + γ maxa′ Q̃(s′, a′; θ
−) is the training target. In

addition, clipping techniques, e.g., reward clipping and error

clipping, are used to further mitigate the divergence issue.

The works in [23]–[25] also shed light on the devel-

opment of the DRL-based scheduling policy. Specifically,

the work in [23] proposes the options framework to enable

temporal abstraction and boost exploration in RL. As a gen-

eralization of primitive actions, an option includes temporally

extended actions. Formally, an option o is denoted by a tuple

(Io, φo, βo) in which Io is an initiation set, φo is called

option’s policy (intraoption policy), and βo is a termination

condition. Specifically, if the option o is initiated in state

s ∈ Io, actions will be taken according to φo until the ter-

mination condition βo is met. The selection of options is

controlled by policy over options (interoption policy), denoted

by µ. Commonly, the initiation set of option o is defined as

{s : βo(s) = 0}. Thinking of options as the subgoals of the

system, an option’s policy is designed to achieve that specific

subgoal.

The method of hybrid reward architecture (HRA) proposed

in [24] facilitates the DQN training with decomposed reward

signals. The key insight of the HRA method is that rather than

an accurate approximation, a sufficiently consistent approx-

imation to the Q-value function is adequate for deriving a

reasonable policy. A function Q(s, a; θ) is said to be consis-

tent with Q∗(s, a) if acting greedily with respect to it also

results in an optimal policy. A straightforward example is a

product of Q∗(s, a) and a constant number, noting that the rel-

ative rank of the Q-values of different actions with respect to

an arbitrary state does not change. In this sense, acting greed-

ily with respect to a semiconsistent approximation results in

a good policy. Furthermore, the results in [24] show that a

semiconsistent approximation can be obtained by employing

a uniformly random policy.

For handling the representations learning in text-based

games, a deep reinforcement relevance network (DRRN)

is proposed in [25] to capture the semantic and syntactic

information in the state space and action space, which are both

described by the text. Different from the ANN architecture in

the regular DQN approach that directly outputs the Q-values

with respect to particular actions, DRRN models the Q-values

via an interaction function, which characterizes the relevance

between the high-level embedding vectors of the specific state

and action.

IV. OPTIONS-BASED MODELING

A. MDP Formulation

With the objective (5), the scheduling problem can be

naturally cast as an infinite horizon control problem. This

innocent-looking formulation, nevertheless, could stifle the

development of the scheduling policy. In the frame-based

model, each device generates a new message periodically,

which implies that the transmission states about the latest

messages will be reset to a specific starting state at the begin-

ning of every frame regardless of the scheduling policy. Such

a recurring pattern makes it intractable to learn an ergodic

policy, which is typically desirable for performing infinite hori-

zon control. From a different perspective, the aforementioned

unconditional transition can also be interpreted as the termina-

tion in an episodic task that interrupts the normal flow of state

transitions. In this way, we resort to the episodic MDP model

to develop the scheduling policy under which the learning

agent will perform episodic control over the schedule of the

transmissions. Specifically, the duty of the agent is to derive

an intraframe control policy that could drive the system to

the desirable states at the end of each frame. Exploiting this

special structure of the scheduling problem reduces the com-

plexity of learning a reasonable policy since the learning agent

can restrict its attention to addressing the intricacies caused

by the correlations between the information updates within a

frame. To this end, a macropolicy is expected, which can make

use of the frame-based dynamics of the system and guide the

learning agent, e.g., informing the agent of what kind of states

are favorable at the beginning of each frame.

Consider the similarity between the dynamics of hn,k and

that of a network queue, we employ the Max-Weight pol-

icy [26], which is a widely used scheduling algorithm for

networks of queues, as the macropolicy for the intraframe con-

trol. The Max-Weight policy can be derived via the Lyapunov
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optimization [27], [28]. Specifically, a quadratic Lyapunov

function is used to quantify the desirability of the system

states, i.e.,

L(hk) =
N

∑

n=1

h2
n,k (11)

where hk = [h1,k, h2,k, . . . , hN,k]. Intuitively, to achieve a low

J̃(π), the scheduling policy is expected to prevent L(hk+1)

from becoming too large. Given hk, the Max-Weight policy

achieves this by minimizing the Lyapunov drift, i.e.,

�L(hk) = Eπ

[

L(hk+1) − L(hk)|hk

]

. (12)

According to the results in [13], the Max-Weight policy in the

frame-based setting is equivalent to the policy that maximizes

the one-frame return, denoted by Gk(π), at each frame

Gk(π) = Eπ

[

N
∑

n=1

1{Fn⊆Dk}hn,k

(

hn,k + 2
)

]

(13)

where 1{e} is the indicator function which equals to 1 if the

expression e is true.

Informally speaking, the Max-Weight policy breaks down

the long-term goal (5) into frame-by-frame subgoals (13).

Within a frame, it schedules the message transmissions with

the objective of maximizing the sum of the “weights” of

the applications whose status can be updated at the end of

that frame. The “weight” of application n at frame k is

hn,k(hn,k +2). As shown in the following theorem, performing

such episodic control in the presence of correlated information

sources is generally a nontrivial task.

Theorem 1: The episodic control problem, i.e., maximizing

Gk(π) given hk, is NP-hard.

Proof: The NP-hardness of the episodic control problem

is proven via reduction. Consider a special case of this

problem where the channels are error free. Correspondingly,

the episodic control problem becomes the problem of select-

ing at most T devices to transmit their messages such that

Gk(π) is maximized. Note that the relations between devices

and applications can be characterized by a hypergraph, where

each edge is denoted by an arbitrary set of nodes. Specifically,

the nodes represent devices and the edges represent applica-

tions, each of which can be unequivocally identified by a set

of devices, say Fn. Besides, each edge is associated with a

weight, say hn,k(hn,k + 2). In this way, the above problem is

equivalent to finding the weighted densest subgraph with at

most T nodes, which is the generalized version of the dens-

est subgraph problem [29]. Due to the NP-hardness of the

densest subgraph problem, the episodic control problem is

NP-hard.

As discussed above, the episodic control framework enables

the agent to explore the characterizations of the scheduling

policy by considering only a single frame. Therefore, hereafter

in this article, the frame index k is dropped for brevity. The

discounted factor γ is also omitted since it equals to 1 in

the episodic scenario. In order to apply the RL framework

to solve the episodic control problem, we describe the state

space, action space, and reward signal as follows.

1) State Space: A state captures the AoCI of each appli-

cation and the transmission status with respect to the

packet of each device. To ensure stationary state tran-

sition, the current slot index is also included. That

is, s � [h1, h2, . . . , hN; u1, u2, . . . , uM; t], where um ∈
{0, 1} indicates whether the information from device i is

delivered. At the beginning of a frame, um = 0∀m.

2) Action Space: The actions in the episodic control

problem are the scheduling decisions of each slot.

Therefore, A � {0, 1, . . . , M}.
3) Reward Function: Let dn and d′

n be the indicator vari-

ables that, respectively, denote whether Fn ⊆ D at the

beginning and end of the current slot.2 According to

(13), the per-slot reward can be defined as R =
∑N

n=1 rn,

where

rn =
{

d′
nhn(hn + 2), if dn = 0

0, otherwise.
(14)

B. Application-Oriented Scheduling

In general, an RL agent improves its control policy by

exploring the action space stochastically and exploiting what

it has learned from the reward signal. Due to the all-or-nothing

nature of the status update of each application, the agent

rarely receives positive rewards if the devices are scheduled

in an arbitrary stochastic manner. In other words, straightfor-

ward exploration over the primitive action space will yield an

extremely sparse reward signal. Under such a circumstance, it

is very difficult for the RL agent to make progress since zero

reward offers little knowledge about how to accumulate the

rewards. In light of the hierarchical structure of the scheduling

problem, we employ the options framework [23] to incorpo-

rate the temporally abstract knowledge and action, i.e., the

status update of an application requires series of successful

transmissions of messages from multiple devices. This allows

the agent to efficiently explore the environment and learn a

reasonable policy from the perspective of high-level abstract

actions.

In the context of transmission scheduling, an option can be

naturally associated with an application. Therefore, the option

space is defined as O � {0, 1, . . . , N}, where o = 0 represents

an idle slot. The scheduling policy π is the composition of the

interoption policy and a collection of options’ policies. For an

option o = n, its termination condition is either all the packets

application n needs are delivered or the remaining slots are not

sufficient for transmitting the undelivered packets, i.e.,

βn(s) = 1
{(

∑

m∈Fn
(1−um)

)

=0
} ∨ 1

{(

∑

m∈Fn
um

)

>T−t+1
}. (15)

In this article, we restrict our attention to scheduling policies

in which the decision of idle slot can be made if and only if all

the other options are terminated, i.e., β0(s) = 1−
∧N

n=1 βn(s).

It is not difficult to see that an arbitrary policy is dominated

by at least one scheduling policy of this type. Therefore, the

learning agent only considers the options o ∈ {1, . . . , N} in

the development of the policies µ and {φn}. In what follows,

2The values of dn and d′
n can be derived from the current state s and the

next state s′, respectively.
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indexes o and n are used interchangeably. Consider that option

n implies the subgoal as updating the status of application n, it

is not difficult to see that the corresponding option’s policy is

to sequentially schedule the devices in Fn whose information

is not delivered yet.

Analogous to the action-value function, the option-value

function for a policy µ quantifies the expected cumulative

rewards the agent can obtain by initiating an option at a

specific state, i.e.,

Qµ(st, o) = E

[

T
∑

τ=t

R(τ )

∣

∣

∣

∣

∣

E(o ◦ µ, st, t)

]

(16)

where E(o ◦ µ, st, t) represents the events of following the

composition of the intraoption policy of option o and the

interoption policy. That is, keep executing the option o until

its termination and then select another option according to

the policy µ. With deterministic options’ policies, Q-learning

algorithm can be extended to the options-based formulation

by leveraging the Bellman-like optimality equations [23]

Q∗(s, o) = E
[

R + U∗(s′, o
)
∣

∣s, φo(s)
]

(17)

where U∗(s, o) is called the option-value function upon

arrival, i.e.,

U∗(s, o) = (1 − βo(s))Q
∗(s, o) + βo(s) max

o′∈O
Q∗(s, o′). (18)

The one-step TD update of the option-value function is

manifested as

Q(st, o) := Q(st, o) + α
[

Rt+1 + U(st+1, o) − Q(st, o)
]

(19)

where U(s, o) represents the current estimate of U∗(s, o).

The above algorithm can efficiently utilize the experience

sample by updating the Q-values with respect to multiple

options simultaneously. That is, the update rule (19) is applied

to all those options that will take the same action at as

that in the sample. With this in mind, an option’s policy,

say φn, is designed to schedule the devices {m : m ∈ Fn}
in descending order of lm, where lm denotes the number

of applications that require the information of device m.

The establishment of such policies follows the intuition that

scheduling devices with higher lm earlier can in some sense

increase the flexibility of intraoption learning. In the next

section, we develop a DQN-based approach to learn an approx-

imation to the optimal option-value function Q∗(s, o) under

the aforementioned options’ policies and then derive the

application-oriented scheduling policy.

V. DRL-BASED APPROACH

A. Reward Decomposition

The options-based modeling captures the hierarchical struc-

ture of the scheduling policy such that the learning agent

can explore the action space effectively. Unless extra care

is taken, however, the regular DQN approach is of limited

applicability for yielding an acceptable approximation due to

the complexity incurred by {hn}. When a DQN is used, the

optimal Q-value function is approximated by an ANN with

low-dimensional representations. It is of paramount impor-

tance that resultant representation has strong generalization

capability such that the agent can make sensible decisions

in states that are unprecedented or rarely visited. Typically,

the more complex the approximation function is, the poorer

generalization the trained DQN can achieve. Including {hn}
as part of the inputs to the ANN turns out to be trouble-

some since it significantly increases the dimensionality of the

function mapping. In addition, the dynamics of {hn} imply

that the scale of rewards varies greatly. Conventionally, the

DQN approach clips all the positive rewards to be 1 to sta-

bilize the training process. However, ignoring the information

of {hn} does not make sense for the scheduling problem since

it will lead to a policy that always tries to perform the easi-

est updates. Those challenges suggest a separate consideration

of {hn} rather than feeding them into the ANN. Observing

that the reward function defined in Section IV-A is additive,

we decompose Qµ(s, o) via reward decomposition such that

several simpler option-value functions need to be estimated.

Specifically, the option-value function for a policy µ can be

decomposed as follows:

Qµ(s, o) = E

[

T
∑

τ=t

R(τ )

∣

∣

∣

∣

∣

E(o ◦ µ, s, t)

]

=
N

∑

n=1

E

[

T
∑

τ=t

rn(τ )

∣

∣

∣

∣

∣

E(o ◦ µ, s, t)

]

=
N

∑

n=1

qµ
n (s, o)

(20)

where q
µ
n (s, o) is the option-value functions for the policy µ

under reward signal rn.

Decomposing the option-value function Qµ(s, o) in the

applicationwise manner facilitates the exploitation of domain

knowledge. Since fine-grained reward signal is utilized, we

can circumvent the reward clipping technique by estimating

the surrogate function q̂
µ
n (s, o), with the reward signal

r̂n =
{

d′
n, if dn = 0

0, otherwise.
(21)

Since the information of {hn} is known at the beginning of

each frame, q
µ
n (s, o) can be directly evaluated with the esti-

mation of q̂
µ
n (s, o). In this way, Qµ(s, o) is estimated via the

surrogate rewards {r̂n}, where r̂n ∈ {0, 1}. Moreover, since no

further reward with respect to application n can be received if

βn(s) = 1, we can safely set q
µ
n (s, o) = 0 if terminal states are

encountered during the training process. Therefore, the param-

eters θ in the DQN can be fully used to represent q
µ
n (s, o) in

the case of βn(s) = 0.

Consider that Q∗(s, o) is an aggregation of all q∗
n(s, o), the

optimal next option o′ is determined by the estimations of all

q∗
n(s, o). In other words, q∗

n(s, o) loses the recursive property

the Bellman optimality equation of Q∗(s, o) enjoys. Similar to

the HRA approach [24], we train the DQN by evaluating a

stationary random policy ρ, where an option is selected uni-

formly at random from the set of nonterminal options, say Os.

Under this policy, the Bellman operator of Qµ(s, o) is decom-

posable. Therefore, θ can be updated by using the expected
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Sarsa method [30], with the target value

yo
n = r̂n + ûn(s

′, o) (22)

where

ûn(s, o) = (1 − βo(s))q̃n

(

s, o; θ
−)

+ βo(s)

|Os|
∑

o′∈Os

q̃n

(

s, o′; θ
−)

.

(23)

The corresponding loss function is written as

L(θ) = E(s,o,r,s′)

⎡

⎣

∑

ô∈�o
s

N
∑

n=1

(

yô
n − q̂

(

s, ô; θ
)

)2

⎤

⎦ (24)

where �o
s represents the set of options that will schedule the

same device as option o does.

Another benefit of using the stationary random policy ρ

is that the complexity of approximating q̂
ρ
n (s, o) can be fur-

ther amortized by excluding {hn} from the inputs of the ANN.

Under policy ρ, the reward signal r̂n is independent of {hn}.
Therefore, the information of {hn} is irrelevant to the update of

q̂n(s, o; θ). According to [24], such irrelevant information only

adds noise to the learning process. Let ŝ � [u1, u2, . . . , uM; t].

Since only the information of ŝ is necessary in approximating

q̂
ρ
n (s, o), we rewrite the parameterized representation of the

ANN for q̂
ρ
n (s, o) as q̂n(ŝ, o; θ), indicating that the irrelevant

information {hn} is not used by the ANN.3 In this way, the

semiconsistent approximation to Q∗(s, o) is represented as

Q̂(s, o; θ) =
N

∑

n=1

q̂n

(

ŝ, o; θ
)

∗ hn(hn + 2). (25)

Instead of performing the nonlinear transformations via an

ANN, information of {hn} is utilized explicitly in the above

expression by leveraging the additive structure of the schedul-

ing problem. Compared to Q∗(s, o), q̂
ρ
n (ŝ, o) is easier to learn

since it characterizes a clearer connection between the option

selections and the outcomes.

B. Attention-Integrated Relevance Network Architecture

The q̂-value function q̂
ρ
n (ŝ, o) characterizes the probability

that the status of application n can be updated while the agent

executes the option o. Intuitively, executing different options

may have a similar impact on the status update of a cer-

tain application. For example, consider a set of IoT devices

(1, 2, 3, 4, 5), each application can be represented by a subset

of the device set. With error-free transmissions assumed, the

effect of executing the option of application (1, 4) on the sta-

tus update of application (1, 2, 3) is almost the same as that of

executing the option of application (2, 5). Likewise, the option

values of executing a specific option with respect to different

applications may be close to each other. In this sense, values of

q̂
ρ
n (ŝ, o) for different combinations of application n and option

o are highly correlated. Taking this into account, we embrace

the idea of DRRN [25] to design the network architecture of

the DQN such that the correlations among applications can

be modeled in an expressive fashion. That is, q̂n(ŝ, o; θ) is

3The value of the termination condition βn(s) does not rely on hn, either.

Fig. 3. ARN (the blue blocks represent the hidden layers that consist of
trainable parameters).

expressed as a pairwise interaction between a state embed-

ding vector for application n and the embedding vector for

option o.

As illustrated in Fig. 3, we build two separate ANNs to

embed the state space and option space, respectively. Formally,

let {�n(ŝ, θ s)} be the outputs of the former ANN and �(o, θo)

denote the embedding vector of option o generated by the later

ANN. Given the scale of the estimations, the scaled dot prod-

uct is used as the interaction function. Specifically, q̂
ρ
n (ŝ, o) is

estimated as

q̂n

(

ŝ, o; θ
)

=
�


n

(

ŝ, θ s

)

�(o, θo)√
V

(26)

where (·) represents the transpose operator and V is the

dimension of each embedding vector, e.g., �n(ŝ, θ s) or

�(o, θo). Combining (25) and (26), Q̂(s, o; θ) can be con-

sidered as the outcome of a simplified scaled dot-product

attention mechanism [31] with inputs {�n}, �, and {hn}. In this

sense, the proposed DQN is called ARN. The state embedding

network has a multihead structure, where each head outputs

the state embedding vector for a particular application. The

collection of heads can share several lower level layers of

the ANN.

The training process follows a practice common for training

a DQN, which is presented in Algorithm 1. The He ini-

tialization method [32] and Glorot initialization method [33]

are used to initialize the network weights in the hidden lay-

ers and output layer, respectively (line 1). Given that the

experience samples of idle slots are useless for the learning

agent, those samples will not be added into the replay buffer

(lines 9 and 10). We apply the ε-greedy policy to balance the

exploration–exploitation tradeoff. That is, a random option will

be selected with probability ε; otherwise, the option that yields

the maximum value of Q(s, o, θ) is chosen (line 13). The value

of ε decays from 1 to 0.05 during the training process. Since

an experienced sample may be used to update multiple q̂-

values, the popular experience sampling method—prioritized

experience replay (PER) [34]—cannot be applied directly. In

this article, we sample a minibatch of transitions via the com-

bined experience replay (CER) method (line 19), where the
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Algorithm 1 DQN Training

1: Initialize {�n(ŝ, θ s)} and �(o, θo) with random weights

θ s and θo

2: Initialize the target networks {�̃n(ŝ, θ
−
s )} and �̃(o, θ−

o )

with θ
−
s = θ s and θ

−
o = θo

3: Initialize the replay buffers B

4: for k = 1, . . . , K do

5: Update {hn}
6: Term ← 0, o ← 0

7: for t = 1, . . . , T do

8: Update s

9: if
∧N

n=1 βn(ŝn) = 1 then

10: Keep idle

11: else

12: if Term = 0 then

13: Select option o according to the ε-greedy

policy

14: end if

15: Schedule a device according to option o’s

policy; Receive rewards {r̂n} and observe s′

16: Add transition (s, o, r, s′) into B

17: Term ← βo(s
′)

18: end if

19: Sample a random minibatch of transitions from B

20: Perform a gradient descent step on θ s and θo with

respect to the loss function (24)

21: Update the target networks:

θ
−
s ← αθ s + (1 − α)θ−

s

θ
−
o ← αθo + (1 − α)θ−

o

22: end for

23: end for

latest sample has the highest priority [35]. Instead of updat-

ing the target DQN periodically, the method of “soft” target

update [36] is used to update the weights in the target networks

(line 21). With α � 1, the target networks track the learned

networks quite slowly.

Remark: Although Algorithm 1 is presented in an online set-

ting, the training process can be performed offline given that

the expected SARSA method is used in an off-policy man-

ner. In this way, the learning agent can derive the policy out

of historical data, e.g., a set of transitions generated by other

policies. To completely transform the proposed algorithm to a

batch RL algorithm, however, extra considerations are neces-

sary, e.g., how to efficiently perform the importance sampling.

We leave it as our future work.

VI. PERFORMANCE EVALUATION

In this section, numerical results are presented to evalu-

ate the performance of the DRL-based approach. We consider

IoT systems with 50 devices. The number of devices that

are associated with an application is randomly selected from

{2, 3, 4, 5}. Therefore, depending on the number of appli-

cations, the actual number of devices which are involved

in the scheduling problem varies between 19 and 41. The

probabilities of successful transmission pm follow a uniform

TABLE I
HYPERPARAMETERS SETTINGS

Fig. 4. Training curves tracking q̂-values of representative (n, o) pairs.

distribution, ranging from 0.3 to 1. Unless otherwise stated, the

length of each frame is set to 10. The ANNs in the ARN model

are implemented using TensorFlow [37]. The state embed-

ding network consists of a shared stack and multiple heads.

The shared stack contains two hidden layers, between which

is a batch normalization layer. Each hidden layer has 200

units with ReLU activation. We adopt the method of dueling

network architecture [38] to further smooth out the learning

such that the advantage function rather than the q̂-value func-

tion is approximated via the scaled dot-product operation. The

output of the shared stack is routed to the head blocks, each

of which consists of 100 ReLU units followed by |V|+1 units

with tanh activation. The option embedding network has the

same architecture as the aforementioned shared stack except

that 100 ReLU units are used in each hidden layer. The output

of the second hidden layer is fed to the output layer with V

tanh units. We choose the tanh function because it is zero cen-

tered and has bounded output value within the range −1 to 1.

More of the detailed hyperparameter settings can be found in

Table I.

A. Semiconsistent Approximation

Before discussing the performance achieved by the DRL-

based approach, we use some representative examples to

demonstrate that our approach robustly learns a reasonable

policy that captures the correlations across the applications.

Here, we consider that there are total 19 devices that are asso-

ciated with ten applications, say M = 19 and N = 10. The

training curves, which track the predicted q̂-values of three

(n, o) pairs at the beginning of a frame,4 are illustrated in

Fig. 4. Recall that each application can be represented by a set

4The state at this moment is denoted by ∗.
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(a) (b) (c)

Fig. 5. Snapshots of q̂-values. (a) t = 1. (b) t = 5. (c) t = 9.

TABLE II
COMPARISONS OF THE AOCI PERFORMANCES

of devices, the applications involved in Fig. 4 are App. 1:(1,

2, 3, 4, 11), App. 4:(7, 8), and App. 5:(3, 7, 9).

From Fig. 4, we can observe that each predicted q̂-value

reaches a relatively stable value. Specifically, q̂4(∗, 1; θ) ≈
0.27, q̂4(∗, 4; θ) ≈ 1, and q̂4(∗, 5; θ) ≈ 0.55. Given that

App. 4 relies on the information from two devices, it is almost

certain that the status of this application can be updated by the

end of a frame if option 4 is selected at the beginning of that

frame. However, if option 1 is executed, the status of App. 4

will be updated with a low probability since App. 1 requires

the information from four devices which are all irrelevant to

App. 4. Compared to App. 1, App. 5 needs information from

a smaller number of devices. Moreover, one of these devices

is also associated with App. 4. Therefore, it also makes sense

that executing option 5 leads to a higher q̂-value with respect

to App. 4.

With the trained model, snapshots of q̂-values of all (n, o)

pairs in an episode are presented in Fig. 5. We choose three

cases: 1) t = 1; 2) t = 5; and 3) t = 9, which, respectively, rep-

resent the moments in the beginning, in the middle, and near

the end of a frame. As shown in Fig. 5(a), for each applica-

tion, executing its corresponding option always results in the

largest q̂-value. Most of those values in the diagonal direction

are approximately equal to 1 at the beginning of the frame.

The relative magnitude of values in the same row indicates the

relevances of options to a particular application. App. 9 is an

application that does not share any devices with other appli-

cations and two of the devices it relies on have poor channels.

Thus, the status of this application can only be updated by

executing option 9. In the case of Fig. 5(b), option 3 is com-

pleted and option 1 is being executed. We can observe that the

q̂-value of executing option 9 with respect to App. 9 decreases

since there are fewer slots left. Another interesting observa-

tion is that the q̂-value of executing option 1 with respect to

App. 10 becomes almost 1. This is because the set of devices

for App. 10 is a subset of the union of the device sets for

App. 3 and App. 1. When t = 9, there are only two slots left.

As shown in Fig. 5(c), applications with nonterminal corre-

sponding option benefit mainly from executing their options.

Executing option 5 or 7 yields a nonnegligible q̂-value with

respect to App. 4. This is because executing any one of the

two options will lead to the same result as executing option 4,

i.e., scheduling the same device at the current slot.

B. Performance Comparisons

We compare the DRL-based approach, which is denoted by

ARN, with the following two baseline methods.

1) AoCI Greedy Policy (GREEDY): Devices that are asso-

ciated with the application that has the largest AoCI will

be scheduled in sequence first.

2) Randomized Policy (RAND): Application is selected uni-

formly at random from the set of nonterminal options.

The devices which are associated with the selected

application will be scheduled in sequence.

These approaches are evaluated over different system set-

tings. Specifically, we consider systems with 10, 15, and 20

applications, which involves 19, 32, and 41 devices, respec-

tively. The long-term average and some other useful statistics

of the AoCI performance are summarized in Table II. In terms

of the long-term average AoCI, the DRL-based approach out-

performs the other two methods in all three settings. Recall

that the RAND policy is used as the target policy in the train-

ing phase, the significant performance boost achieved by the

ARN policy indicates that the learning agent is able to distill

insightful knowledge and obtain a semiconsistent approxima-

tion to the option-value function. Compared to the GREEDY

policy, the proposed approach achieves 9%, 16%, and 13%

improvements in those three settings, respectively. The 90th

percentile and 95th percentile of the values of AoCI under
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Fig. 6. Average number of applications which are updated at each frame.

different policies are also presented. As shown in Table II,

values of AoCI generated by the ARN policy have better tail

behavior than the other two methods.

Furthermore, we investigate the average number of appli-

cations these three policies can update at each frame, which

is illustrated in Fig. 6. It turns out that the GREEDY policy

always achieves the least updates, even less than that ful-

filled by the RAND policy. This is because the preference of

the GREEDY policy to the application with the largest AoCI

makes it pay more attention, compared to the RAND policy, to

those hard-to-update applications, which typically requires rel-

atively more transmissions. Given the poor AoCI performance

of the RAND policy, a certain portion of updates achieved by

the RAND policy, e.g., updates of the applications which have

low AoCI, are in some sense ineffective in improving the aver-

age AoCI. In other words, such a preference is meaningful in

maintaining a good AoCI performance. Nevertheless, naively

sticking to the application with the largest AoCI may waste a

portion of slots. For example, consider the case that the appli-

cation with the largest AoCI still requires the information from

four devices while the current frame has only five slots left.

Definitely, the GREEDY policy will execute the option that is

associated with this application, which probably fails to fin-

ish by the end of the current frame and will be reexecuted at

the beginning of the next frame. Taking the application cor-

relations and the probabilities of the update completion into

account, the ARN policy may execute other options in the

aforementioned case to increase the number of updates, as

exemplified in Fig. 5(b). Moreover, the option chosen by the

GREEDY policy will also be executed by the ARN policy

at the beginning of the next frame, as indicated in Fig. 5(a).

In this way, the ARN policy can effectively plan the trans-

mission schedule to improve the system freshness by jointly

considering the quality and the quantity of the updates.

C. Impact of the Frame Length

Fig. 7 presents the time-average AoCI under the ARN pol-

icy with different frame lengths. As shown in Fig. 7, given

a system setting, there is a sweet spot in terms of the frame

length T , where the lowest time-average AoCI is achieved.

With a small T , only a small portion of applications can be

updated at each frame, which yields high time-average AoCI.

On the other hand, when T is relatively large, although more

messages can be transmitted during a frame, the waiting time

of status update becomes longer since the controller updates

the applications at the end of each frame. In addition, it is illus-

trated in Fig. 7 that the ARN can offer superior performance

over the GREEDY policy. The reasons that the advantage of

the ARN policy diminishes as the frame length increases are

twofold. The first one is the generalization degradation. Recall

that the learning agents used by the ARN policy are trained

with T = 10 when tested in a setting with different frame

length, the distribution of the state changes. Particularly, many

system states are not even in the state space of the original

problem, e.g., states with t > 10. Such an issue is commonly

mitigated by fine tuning the models based on the system set-

ting, i.e., the exact frame length that is used in the system. The

other one is due to the nature of the scheduling problem. That

is, the optimality gap of the GREEDY policy decreases with

an increase of T . This phenomenon can be observed clearly in

Fig. 7(a). Note that there are 19 devices involved in this set-

ting. When T = 25, it is probably the GREEDY policy itself

is near optimal and thus marginal performance boost can be

achieved by the ARN policy. Nevertheless, we argue that in

practical systems, the setting that the value of frame length is

larger than the number of devices is more reasonable and com-

mon, where the proposed approach can be applied to improve

the system’s information freshness.

VII. RELATED WORK

As an emerging topic in the area of wireless networking,

AoI-based link scheduling optimization has been explored via

different approaches. The work in [9] demonstrated that the

problem of wireless link scheduling with age minimization is

NP-hard in general. Consider the NP-hardness of the schedul-

ing problem, a couple of heuristics are proposed in [12]–[14],

among which the greedy policy is shown to be optimal in

symmetric network settings [13] and the round-robin policy

was proven to be asymptotically optimal [12]. Observing that

the dynamics of AoI can be characterized by a virtual queue,

the works in [10], [13], [14], and [17] developed scheduling

policies by leveraging the Lyapunov optimization theory. With

MDP formulations, analytical results for scheduling prob-

lems in different scenarios were presented in [11] and [18].

The scheduling problems were modeled as restless multi-

armed bandit (RMAB) problems in [13]–[16] and [18], where

Whittle’s index policies were, respectively, derived. The work

in [39] studied the AoI minimization problem with nonuni-

form status packet sizes and used the MDP methods to design

a joint scheduling and sampling policy while a unified sam-

pling and scheduling approach is proposed in [40] to minimize

the tracking errors of status updates. A common limitation

of these approaches is that they apply for weakly coupled

systems in which the relationships between the sources and

the information of interest are one to one.

The work in [19] pointed out the potential correlations

across multiple information flows in wireless camera networks,

where images from multiple cameras are processed jointly

for 3-D scene reconstruction. With the objective of mini-

mizing the AoCI, a greedy strategy was proposed for the

transmission schedule. In this article, we generalize the AoCI
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(a) (b) (c)

Fig. 7. Time-average AoCI versus different frame length. (a) N = 10 and M = 19. (b) N = 15 and M = 32. (c) N = 20 and M = 41.

model proposed in [19] such that many-to-many associations

between devices and applications are considered. In many

wireless networking problems, temporal dependency has a

dramatic impact on the system performance and has been

exploited through various approaches [41]–[43]. This article

leverages the emerging DRL techniques to model the cor-

relations across multiple information sources and exploit the

temporally extended action.

Recently, there are few works that also investigated the

applicability of RL/DRL methods to develop control algo-

rithms that optimize AoI in different networking context

[44]–[47]. It was shown in these works that direct applica-

tions of general learning frameworks, e.g., Q-learning, DQN

approach, or actor–critic algorithm can provide a significant

performance gain in terms of AoI. Due to the correlations that

arise in the scheduling problem, however, the global Q-value

function is so complicated that applying the DQN approach

directly cannot lead to a stable approximation. Therefore, this

article tailors the general learning framework to the schedul-

ing problem such that domain knowledge can be exploited in

various ways to learn a semiconsistent approximation, which

yields a reasonable scheduling policy.

VIII. CONCLUSION

In this article, we have investigated the uplink transmission

scheduling problem for IoT systems in which the application-

level services rely on the timely delivery of information from

multiple devices. By formulating the scheduling problem as

an episodic MDP problem with the application-oriented pol-

icy, we have developed a DRL-based approach to optimize

the long-term average AoCI, which adopts the reward decom-

position technique for complexity reduction and introduces

an attention-based relevance network architecture that cap-

tures the correlations among applications. Through extensive

simulations, we have shown that the proposed approach can

robustly learn a semiconsistent approximation to the option-

value function, yielding a scheduling policy that outperforms

some conventional algorithms.
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