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Abstract This paper presents a pipelined, reduced memory
and low power CORDIC-based architecture for fast Fourier
transform implementation. The proposed algorithm utilizes
a new addressing scheme and the associated angle
generator logic in order to remove any ROM usage for
storing twiddle factors. As a case study, the radix-2 and
radix-4 FFT algorithms have been implemented on FPGA
hardware. The synthesis results match the theoretical
analysis and it can be observed that more than 20%
reduction can be achieved in total memory logic. In
addition, the dynamic power consumption can be reduced
by as much as 15% by reducing memory accesses.
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1 Introduction

Discrete Fourier Transform (DFT) is one of the core
operations in digital signal processing and communication
systems. Many fundamental algorithms can be realized by
DFT, such as convolution, spectrum estimation, and
correlation. Furthermore, DFT is widely used in standard
embedded system applications such as wireless communi-
cation protocols requiring Orthogonal Frequency Division
Multiplexing [1], and radar image processing using Syn-
thetic Aperture Radar [2] and Software Defined Radio [3].
However, DFT is difficult to implement directly due to its
computational complexity. In practice, Fast Fourier trans-

form (FFT) is used for reducing the complexity of
computations.

For FFT processors, butterfly operation is the most
computationally demanding stage. Traditionally, a butterfly
unit is composed of complex adders and multipliers, and
the multiplier is usually the speed bottleneck in the pipeline
of the FFT processor. The Coordinate Rotation Digital
Computer (CORDIC) [4] algorithm is an alternative method
to realize the butterfly operation without using any
dedicated multiplier hardware. CORDIC algorithm is
versatile and hardware efficient since it requires only add
and shift operations, making it suitable for the butterfly
operations in FFT [5]. Instead of storing actual twiddle
factors in a ROM, the CORDIC-based FFT processor needs
to store only the twiddle factor angles in a ROM for the
butterfly operation.

In recent years, several CORDIC-based FFT designs
have been proposed for different applications [6–9]. In [6],
non-recursive CORDIC-based FFT was proposed by
replacing the twiddle factors in FFT architecture by non-
iterative CORDIC micro-rotations. It reduces the ROM
size; however, it does not eliminate it completely. Lin [7]
proposed a “mixed-scaling-rotation” CORDIC algorithm to
reduce the total iterations, but it increases the hardware
complexity. Jiang [8] introduced Distributed Arithmetic to
the CORDIC-based FFT algorithms, but the DA look-up
tables are costly in implementation. Garrido [9] proposed a
memoryless CORDIC algorithm to reduce the memory
requirements for a CORDIC-based FFT processor, but
implementation is complex.

Conventionally, a CORDIC-based FFT processor needs
a dedicated memory bank to store the necessary twiddle
factor angles for the rotation. In this study, we propose a
modified CORDIC algorithm for FFT processors which
eliminates the need for storing the twiddle factor angles.
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The algorithm generates the angles successively by an
accumulator. With this approach, memory requirements of
an FFT processor can be reduced by more than 20%.
Memory reduction improves with the increased radix size.
Furthermore, the angle generation circuit consumes less
power consumption than angle memory accesses. Hence,
the dynamic power consumption of the FFT processor can
be reduced by as much as 15%. Since the critical path is not
modified with the CORDIC angle calculation, system
throughput does not change.

The organization of the paper is as follows: In Section 2,
CORDIC algorithm fundamentals and the design of
CORDIC-based FFT processor are described. The proposed
memory-efficient algorithm and it’s hardware architecture
are presented in Section 3 for radix-r FFT where r is a
power of 2. Hardware synthesis results are discussed in
Section 4.

2 FFT and CORDIC Algorithm

The N-point discrete Fourier transform is defined by

X ðkÞ ¼
XN�1

n¼0

xðnÞWnk
N k ¼ 0; 1; :::;N � 1;Wnk

N ¼ e�j2pN nk

ð1Þ
where Wnk

N ¼ e�j2pN nk is the so-called “twiddle factor”. For
N-point FFT, there are log2N stages and each stage contains
N/2 butterfly operations. The following equations describe
the radix-2 butterfly operation at stage m.

xmþ1ðpÞ ¼ xmðpÞ þ xmðqÞ ð2Þ

xmþ1ðqÞ ¼ ½xmðpÞ � xmðqÞ�Wr
N ð3Þ

Each butterfly operation needs four data accesses (two
read and two write). Two two-port memory banks can
provide four data access in each clock cycle, but in this

case, a special data addressing scheme is required to
prevent the data conflict. In [10], a new address scheme
has been proposed to realize this function and it can be
extended to any radix FFT. This special addressing scheme
is adopted for CORDIC based FFT implementation [11].

CORDIC algorithm was proposed by J.E. Volder [4]. It
is an iterative algorithm to calculate the rotation of a vector
by using only additions and shifts. Figure 1 shows an
example for rotation of a vector Vi.

It can be shown that rotation can be simplified to:

xiþ1 ¼ xi � yi � di � 2�i ð4Þ
yiþ1 ¼ yi þ xi � di � 2�i ð5Þ

Here, the direction of each rotation is defined by di and
the sequence of all di ’s determines the final vector. di is
given as:

di ¼
�1 if zi < 0

þ1 if zi � 0

( )
ð6Þ
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Figure 1 Rotate vector Viðxi; yiÞ to Viþ1ðxiþ1; yiþ1Þ.
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Figure 2 Proposed structure of a pipelined CORDIC unit.
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where zi is called angle accumulator and given by

ziþ1 ¼ ðzi � di � arctan 2�iÞ ð7Þ
All operations described through Eqs. 4–7 can be

realized by only additions and shifts; therefore, CORDIC
algorithm does not require dedicated multipliers. CORDIC
algorithm is often realized by pipeline structures, leading to
high processing speed. Figure 2 shows the basic structure of
the pipelined CORDIC unit.

As shown in Eq. 1, the key operation of FFT is
xðnÞ �Wnk

N , (Wnk
N ¼ e�j2pN nk). This is equivalent to “Rotate x

(n) by angle � 2p
N nk” operation which can be realized easily

by the CORDIC algorithm. Without any complex multi-
plications, CORDIC-based butterfly can be fast.

An FFT processor needs to store the twiddle factors in
memory. CORDIC-based FFT doesn’t have twiddle factors
but needs a memory bank to store the rotation angles. For
radix-2, N-point, m-bit FFT, mN2 bits memory needed to store
N
2angles. In the next section, a new CORDIC FFT design is
presented using a single accumulator which generates all
the necessary angles instantly.

3 Proposed Cordic-based FFT

In the past, several multi-bank addressing schemes have
been used to realize parallel and pipelined FFT processing

[12], but those methods are not suitable for the proposed
memory reduced, CORDIC-based FFT. In these schemes,
the twiddle factor angles are not in regular increasing order
and this results in a more complex design for angle
generators [11]. As shown in Table 1, using a new
addressing scheme first proposed in [10], the twiddle factor
angles follow a regular, increasing order, which can be
generated by a simple accumulator. Table 1 shows the
address generation table of the proposed design for 16-point
radix-2 FFT. It can be seen that twiddle factor angles are
sequentially increasing, and every angle is a multiple of the
basic angle 2p

N , which is p
8 for 16-point FFT.

For different FFT stages, the angles increase always
one step per clock cycle. Hence, an angle generator
circuit composed of an accumulator, and an output latch
can realize this function, as shown in Figure 3. Control
signal for the latch that enables or disables the accumu-
lator output is simple and it is based on the current FFT
butterfly stage and RAM address bits b2b1b0 (see Table 1).
Figure 4 shows the basic structure of proposed design for
radix-2 FFT processing. Four registers and eight 2-to-1
multiplexers are used. Registers are needed before and
after the butterfly unit to buffer the intermediate data in
order to group two sequential butterfly operations togeth-
er. This way, the conflict-free “in-place” data accessing
can be realized. This register-buffer design can be
extended to any radix FFTs.

Table 1 Address generation table of the proposed design for 16-point radix-2 FFT.

Butterfly
counter B
(b2b1b0)

Stage 0 Stage 1 Stage 2 Stage 3

RAM
address
b2b1b0

Twiddle
factor angle

RAM
address
b0b2b1

Twiddle
factor angle

RAM
address
b1b0b2

Twiddle
factor angle

RAM
address
b2b1b0

Twiddle
factor angle

000 000 0 000 0 000 0 000 0

001 001 p
8 100 0 010 0 001 0

010 010 2p
8 001 2p

8 100 0 010 0

011 011 3p
8 101 2p

8 110 0 011 0

100 100 4p
8 010 4p

8 001 4p
8 100 0

101 101 5p
8 110 4p

8 011 4p
8 101 0

110 110 6p
8 011 6p

8 101 4p
8 110 0

111 111 7p
8 111 6p

8 111 4p
8 111 0

N
π2

Figure 3 Angle generator for
the proposed design.
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For radix-2, the structure can be simplified by using just
four registers, but for radix-r FFT, 2×r2 registers are needed.
Figure 5 shows the basic structure of for radix-r FFT.

Generally, for an N=2n-point FFT, the addressing and
control logic are mainly composed of several components:
An (n−1)-bit butterfly counterB ¼ bn�2bn�3 . . . b1b0will pro-
vide the address sequences and the control logic of the angle
generator. In stage p, the memory address is given by
bp�1bp�2 . . . b1b0bn�2bn�3 . . . bp, which is rotate right p bits
of butterfly counter B. Meanwhile, the control logic of the
latch of the angle generator is determined by the sequence of
the pattern; bn�2bn�3 . . . bp0 . . . 0 (p “0”s). For radix-2, N=
2n-point, m-bit FFT, (each data is 2m-bit complex number;
m-bit each for the real part and imaginary part) by using the
angle generator, 5mN

2 bits memory required by the conven-

tional CORDIC can be reduced to 4mN
2 which corresponds to

20% reduction. For higher radix FFT, the reduction is even
more significant. For radix-r FFT, the saving is ðr�1ÞmN

r bits
out of ð3r�1ÞmN

r , which converges to 33.3% reduction.

4 Results and Conclusion

The proposed designs for both radix-2 and radix-4 FFT
algorithms have been realized by Verilog-HDL and imple-
mented on an FPGA chip (STRATIX-III EP3SE50C2).
Synthesis results shown in Table 2 confirm that the proposed
design can reduce memory usage for FFT processors without
any tangible increase in the number of logic elements used
when compared against the conventional CORDIC imple-
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Figure 5 Memory reduced radix-r CORDIC-based FFT.

Figure 4 Memory reduced
radix-2 CORDIC FFT
processor.
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mentation (i.e., angles are stored in memory). Furthermore,
dynamic power consumption is reduced (up to 15%) with no
delay penalties. The implementation results are in accordance
with the theoretical analysis.
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Table 2 FPGA implementation results for radix-2 and radix-4 FFT.

Radix-2 Radix-4

Proposed CORDIC
FFT Design

Conventional
CORDIC FFT

Proposed CORDIC
FFT Design

Conventional
CORDIC FFT

256-point FFT Total logic elements 1,427 (19-bit accumulator) 1,386 5,892 (20-bit accumulator) 5,763

Total memory bits 8,672 10,720 8,728 11,800

Dynamic Power 136.87 mW 156.22 mW 437.53 mW 495.06 mW

1024-point FFT Total logic elements 1,773 (21-bit accumulator) 1,718 5,991 (22-bit accumulator) 5,797

Total memory bits 33,248 41,440 33,304 45,592

Dynamic Power 135.07 mW 175.98 mW 439.40 mW 496.64 mW

4096-point FFT Total logic elements 1,809 (23-bit accumulator) 1,757 5,993 (24-bit accumulator) 5,863

Total memory bits 131,552 164,320 131,608 180,760

Dynamic Power 212.78 mW 242.85 mW 501.11 mW 571.72 mW
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