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Abstract—One of the crucial challenges in practical wireless ways beneficial for wireless networks? A few studies [4],
networks is how to provide robust communication over fading [7] address the limitation of cooperative communicatioml an
channels. Recently, cooperative communications have emerges a yemonstrate that deploying cooperative relays in largéesc

a promising approach to achieve spatial diversity and thereby . - ; .
reduce the negative effects of fading on wireless channels. Neve WIr€less_networks in fact incurs several challenges. Fer in

theless, a few existing works indicate that deploying cooperative Stance, Zhu et. al [4] shows both analytically and experimen
relays in large-scale wireless networks can lead to an elevatedtally that deploying cooperative relays in large-scaleeleiss
level of interference which in turn leads to degraded throughput networks can lead to an elevated level of interference winich
ana ngher paciet losse, I i mo welbnoun et e use f tym el in degraded hroughput and figher packet osse
to a greater extent and thus improve the overall performance of On the other hand, in the last few years studies [6], [11] also
a wireless network. Therefore, it is interesting and important mdlcatfj-‘_that adopting m_U|t|p|e Channe'S in wireless nekso

to design and evaluate protocols that can provide the combined can mitigate the negative effects of interference and thus
potential of both cooperation communication and multiple chan-  sybstantially enhance the performance of wireless network
nels. In this paper, we propose a novel cooperative multi-chanthe Motivated by such an idea, it is interesting and important

MAC protoce that integrates the capabilies of balh MIPE 1o investigate whether we can achieve further benefis by de-
improve the performance of wireless networks. The performance Signing and evaluating protocols that integrate the cditiabi
improvement of our proposed solution is further evaluated by of both cooperative communications and multiple channels
extensive simulations. into wireless networks, particularly in multi-hop settingn
[7], we established the capacity of such a model termed as
CoopMC (Cooperative Multi-Channel) under random networks
Spatial diversity, in the form of employing multipleand our analysis has revealed that interference is a serious
transmitter-receiver (transceiver) radio interfaces,engulti- limiting factor in large-scale cooperative wireless netkgoand
ple input multiple output (MIMO) [1]-[5], has shown to behence, by utilizing multiple channels in such networks one
very effective in providing robust communication over fagli can improve the capacity to a greater extent. To realizeethes
channels. However, equipping a wireless node with multipapacity benefits in practice, this work presents the design
radio interfaces may not be practical, particularly hatdheMAC protocol for cooperative multi-channel (CoopMC) wire-
wireless devices, and nodes carrying one or two radio itedf less network. The key idea of CoopMC MAC is to enable
significantly limit the effectiveness of MIMO techniques]{1 the nodes (source, destination and its corresponding fetpe
[5]. Recent studies address this limitation through the afse dynamically negotiate channels so that multiple coopesati
a new paradigm known as cooperative communications— alsemmunications can occur concurrently in the same region.
known as virtual MIMO systems—that draws from the idea ofhe increased number of simultaneous transmissions tegeth
using the broadcast nature of the wireless channel to azhigith the channel reliability achieved through cooperatiems-
spatial diversity. Under cooperative communications, esodmissions in turn lead to a network with higher throughput and
equipped with a single transceiver (cooperative relay tpdrg reliability, as our simulations confirm.
captures a neighboring source’s transmission and relag it t The rest of the paper is organized as follows. In the
the designated destination. The destination combinesiptault next section, we present the detailed design of our CoopMC
streams of the same information from both source and relMAC Protocol. Section Il presents some simulation restdts
nodes to recover the original information with high protifpi demonstrate the performance of CoopMC protécéinally,
Therefore, by cooperatively relaying the information t@ thwe summarize our work in section IV.
destination, nodes equipped with one or two radio inteface
achieve the same advantages as those found in MIMO systems.  |l. DESIGN OFCOOPMC MAC PrOTOCOL
Due to the advances in cooperative communication, many In this section, we present the design of our proposed
efforts have been spent in understanding and improving t@®@opMC MAC protocol. As discussed before, though sev-
benefits of deploying cooperative relays in wireless nefwior eral existing literatures address the benefits of cooperati
including network capacity analysis, optimal power allbm@ communication, it is not yet clear whether deploying relays
resource allocation and relay assignment [5]. In addition tan always provide higher benefits in different scenarios. F
capacity analysis and allocation schemes, several cabferainstance, in Figure 1, we depict the interference region of
MAC protocols have been recently proposed for multi-hop
wireless networks, e.g., [8]-[9] and the references timerei 1Though the work in [10] considers cooperative communicatiomilti-
Nevertheless, while most of the works pertaining to cooesra 5211, Snaronment. helf WAC pofoes Sean do ot comsite prolem
communication address the benefits of this novel paradigmzj, s paper, we interchangeably use CoopMC and CoopMC MaGHe
naturally a question arise: Is cooperative communicatiBn @roposed MAC protocol.
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both direct and cooperative communications. In [3]-[4].[7 source to destination via a relay path is completed in one
the authors indicate that when relay is placed close to the time slot.

direct link, the perceived amount of interference is same ase We assume that each source node is aware of the potential
that of the direct transmission whereas when the relay is far helper nodes and hence the subject of “best” relay selec-
apart from the direct link, i.e> 1//2, it incurs an increased tion is beyond the scope of this paper, and thus will not
level of interference. An increased level of interferenceurn be discussed hereafter.

implies reduction in number of concurrent transmissiond an « As in IEEE 802.11 power saving mechanism (PSM), this

correspondingly, the throughput. So, how can we intelfityen
exploit the benefits of cooperative transmissions in lacge

networks without impacting the spatial reuse? Our idea is

that to dynamically assign each cooperative transmissioa i
different channel such that multiple cooperative transioiss

paper also considers that each node periodically send
beacons to synchronize time in a distributed manner.
In [11], authors discuss several solutions to synchronize
time in multi-hop distributed wireless networks and the
interested readers can refer the following works [11],[13]

and the references therein. In this paper, as in [11], we
assume that synchronization is obtained through beacons.

can take place simultaneously at the same region. Spelifical
in CoopMC MAC protocol, the nodes are allocated channels in
such a way that the relay node captures a neighboring sources ] )
transmission on one channel and use another channel to rdfayPata Structures in CoopMC design

it to the designated destination (see Figure 3). Thus, teaeh In CoopMC model, each node maintains a list of one-
dynamic channel allocation for each cooperative transoniss hop neighbor information of its neighbors in a data strugtur
the proposed protocol operates at the MAC layer and worksrigferred to as neighbor-table (NTable). This is a simplegss
two phases, the @iTROL and the DA Phase. since in a multi-hop distributed network, each node pedaldiy

« CONTROL Phase: All nodes that have packets to send to ténds a broadcast message, for e.g., HELLO message in
destination via the potential relays (or helper) negotia®ODV Routing Protocol, to all one-hop neighboring nodes.
channels in this phase. In CoopMC, we need each node to append its list of one-hop

« DATA Phase: This Phase begins only after thenGroL  neighbors to this message while transmitting to its neiginigo
Phase has ended. In this Phase, nodes switch to thides. So, when a source nodé has buffered packets
respective channels for sending data to the destinatigigstined forNy, it combines its one-hop neighbor information
To reduce the overhead involved in negotiating channéith the one send by the destination node to find a potential
in CONTROL Phase, we allow the nodes to send multipleest relay or helper node to assist the communication betwee
number of data packets, denotedasin this Phase. N, and Ny. There are several works that address the problem

In the sequel, we denote the source, destination and iteco@! Selecting the best relay—for e.g., relay with good Channel
sponding relay node a&,, N, and N respectively. Before State Information (CSI) or minimum interfering neighbo®$-[

delving into details of the protocol, we take the followind)[8],[9—between a givenV, —N, pair and thus the problem
assumptions. of relay selection is not discussed here for brevity. Beside

NTable, each node also maintains a data structure of chennel
termed as channel-table (CTable) that indicates the mest-fa
able channels to use for the node iAT® Phase. Each channel

in the CTable is associated with a counter that indicates the
number of neighbors that have planned to utilize the channel
during the current Bra Phase and thus, the channel that is
used by the least number of nodes in the vicinity of sender,
receiver and relay node will be selected for data exchange in
the DatA Phase.

(@

Fig. 1. Interference region of (a) direct and (b) coopesttemmunication,
wheres, r, d denote the source, relay and destination.
Y C. The Proposed MAC Protocol

A. Assumptions The CoopMC protocol is based on the existing Multi-
o There areC channels in the network and each nodehannel MAC protocol (MMAC) [11], with necessary mod-
(source, destination and relay) is equipped with two halffications made in both GNTROL and DatA Phase to incor-
duplex interface. We also assume that channel switchipgrate the capabilities of cooperative communications.irAs
can be immediately implemented without delay, which IEEEE 802.11 PSM [12], in CoopMC protocol, we also divide
less thanl us. time into beacon intervals and thus, every node in the nétwor
« Due to half-duplex nature, an interface can either transnist synchronized by periodic beacon transmissions. This in
or receive data on any one channel at a given time. tdrn implies that each node will start and end the beacon
cooperative link consists of a direct paifi, — Vg, and interval almost at the same time. Each beacon interval ibdur
a relay pathV, — N — Ng. In [7], we assume that both divided into @NTROL and DATA Phases as shown in Figure 2.
the relay path and direct path use the same channel &imilar to [11], we also allocate fixed time interval for each
transmission and hence, a transmission from source Rbase. In the GNTROL Phase, each node that have packets
destination via a relay path is completed in two time slotfo send to the destination listens to the default channel for
As opposed to our previous model, this paper considesBannel negotiation. Note that the default channel is one of
that N7 — N, path use a different channel from pathshe multiple channels available for data transmission and i
N, — N? and Ny — N, and thus, a transmission frompre-defined in all nodes so that each node know in advance
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Fig. 2. The time is divided into beacon interval and each beactervak is
divided into GNTROL and DATA Phase. During the GNTROL Phase, nodes .

be used for sending data packets iaTD Phase and thus, no

channels will be wasted for transmitting control packetmal R2.
as seen in DCA [11]. For the purpose of channel negotiation,
we introduce five control packets. The details of the packets
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employed during the GNTROL Phase is given in Table |I. Fig. 3. Example illustrating the process of channel negotiatluring the
CONTROL Phase. The dashed line shows the end of tb&ITROL Phase. The
TABLE | numbers in the topology indicate the channels used for traassom.

PACKETS USED INCONTROL PHASE

Node Packets information in the packet. The CTU-RES packet in turn nddifie
\E nguﬁgh(a(;‘ﬁﬁ[‘;g];’;e) the nodes in the vicinity ofV, regarding the channeV, is
N;  CTU-ACK (CTU-Acknowledgement) going to use in the Bra Phase. All those neighboring nodes
N CTU-RES (CTU-Reservation) in the vicinity of N can use this information to update their
N3 CTUR-RES (CTUR-Reservation)

CTable. Also, note that ifV, (or N;) cannot select the channel
specified in CTU-ACK, it implies that it cannot send packets t

When a source nodé&/, has buffered packets destined forV, during the current Bra Phase and has to wait until the next
destination nodeV,, N, first listens to the default channel.Phase. Since this can be a waste of bandwidth resources, as in
If the channel is idle for a DIFS time period andl; has [11], we also needV, (V) to select the channels specified by
completed the required backoff process, a CTU packet will B¢, in CTU-ACK. Similarly, N;? also replies with the CTUR-
sent to notify Ny and N?. The MAC address of the selectedRES packet, if it agrees to the channels specifiedM\yyin
helper node, destination and the CTabléVatwill be included the CTU-ACK packet. Again, the CTUR-RES packet notifies
in the CTU packet. If the channel is busy, node should the nodes in the vicinity ofV? regarding the channeV; is
wait until the channel is idle plus a DIFS time period, andhthegoing to use in the Bra phase. If the CTUR-RES packet is
send the CTU packet. During this peridé, also monitors the not heard in a SIFS time period, the nod€s and N, switch
channel selected by the nodes for data transmissionaila D to direct transmission mode in thextx Phase. The process of
Phase in its vicinity. This information is in turn used to apel channel negotiation is illustrated with an example in Feg8r
the counter of each channel in its CTable. Upon receiving the this example, we have two simultaneous transmissions A-B
CTU packet fromN,, the helper node will sent out a CTU-Rand D-C using relays R1 and R2 respectively. As part of the
packet in a SIFS time after the CTU is received. The CTU-Regotiation process, we can see that node B selects channels
packet also includes the CTable A%. This packet will be 1 for paths A-B and A-R1 and channel 2 for path R1-B in
heard both byN, and Ny. If the helper node cannot assisiCTU-ACK, which is based on the CTables at A, B and R1.
the transmission betweeN; — Ny, it just stays idle. A helper This CTU-ACK packet in turn will be overheard by node C
node cannot cooperate witki; because either the surroundingand hence the CTable at C will be updated by incrementing the
medium around helper is busy due to other transmissionseor tounter values for channels 1 and 2 respectively. As a result
helper node has already agreed to serve another transmis§icselects channel 3 for paths D-C and R2-D and channel 4 for
in the DaTA Phase. The destination nod& will be expecting path R2-C during its turn in the negotiation process.
the CTU-R packet after receiving the CTU packet. If the CTU- After the GONTROL Phase, nodesV,, N7, Ny switch to
R packet is receivedN, selects two channels based on ththeir selected channels and start communicating by exdahgng
CTables atV,, N, and the relay nodey;? and send out CTU- RTS/HTS/CTS packets The reason we use RTS/HTS/CTS
ACK packet. Specifically, in CoopMC mod&; selects same in DATA Phase is because when all the channels in the
channel for path&V, — NS and N, — N, and a different channel neighborhood ofV, is selected, nodév; will still select two
for path N, — Ny and includes this information in the CTU-channels for data transmission during theT® Phase and
ACK packet forN, and N7. If the CTU-R packet is not heard CoopMC protocol requires node¥; and N to select the
after the SIFS time periody, will also send the CTU-ACK channels specified byv; in CTU-ACK. Thus, as in original
packet with the channel information for paty, — N, alone.

When N, receives the CTU-ACK packet and if it selects the SRTS and CTS have the similar meaning of the packets used in IB2AB

e . . hereas HTS is the helper-to-send packet that is sent by nelde if it can

channel SpeCI_erd in the C_:TU'AC_K packet, it sends outa CTLg/ésist the transmission betwed&h and N, by switching to the appropriate
RES packet, in a SIFS time period, with the selected chanrehnnels.




Cooperative MAC protocol [8]-[9], nodes exchange contraiodes, we also assume that sufficient number of relay nodes
packets (RTS/HTS/CTS) before sending the data packets dame present in the network. Each simulation was performed
ing the DAxTA Phase. Similar to the traditional Cooperativéor a duration of 50 seconds and each data point in the result
MAC protocol, a RTS packet will be sent out 1§; and N graphs is an average of five runs. Unless otherwise specified,
from the sourceN;. If node N can communicate t&V, and we assume packet size is 1000 bytes. Further, the beacon
Ny using the channels specified in CTU-ACK, it will transmiinterval is set to 150ms ando®TROL Phase duration as 32ms.
a HTS packet to botlV, and N, in a SIFS time after RTS is Note that we have longer duration foro€TROL Phase as
received. For instance, in Figure 3, relay node R1 may send tipposed to MMAC[11] in which the GNTROL Phase duration
HTS to nodes A and B using channels 1 and 2 respectively, ifist 20ms long. This is due to the additional packets employed
agrees to assist the transmission.. Eventually, when HE€sgpa in CoopMC model to incorporate cooperative communication
is received byN,, the CTS packet is sent to the source anich a multi-channel network. In the plots, the curves labedsd
relay node after a SIFS time. One may note that if a HTS pack€oopSC” and “Direct” refer to the models that employ coop-
is not heard byN, or N, after SIFS time period, CoopMC erative communications and direct transmissions resfgti
requires nodesV, and N, to switch to direct transmissionin a single-channel network.
mode. However this time, nod€,; will send the CTS to source In this paper, we study the performance of CoopMC model
alone. After this handshaking process, the data transmnissfor the following scenarios. First, we study the throughptit
begins. Here, to reduce the overhead involved in negogatithe models by varying the network load. We use the packet
channels in ©ONTROL Phase, we need the source nodes turival rate of CBR flows to generate different network load.
send multiple number of data packets, denotedvam DATA  After that, we examine the packet loss rate of these models
Phase. Specifically, the source node will sendata packets in the presence of channel errors for varying network load.
to relay and destination node on one channel and the relaythese two preceding cases, we study the performance of
node at the same time use its second channel to transmit @@pMC model with six channels. Finally, we also investi-
packets to the destination node. After the transmissianddta gate the impact of number of channels on the throughput of
packets, the destination will acknowledge these data pack€oopMC model.
by sending a Cumulative ACK (CACK) packet to the source In Figure 5, we study and compare the throughput of
node after a SIFS period. For instance, in Figure 3, B m&oopMC model with the two models, CoopSC and Direct. Our
results show that when the network load is low—the network
Source RIS DATA-I DATA-2 DATA.3 is not saturated—all models perform similarly. However as
[ I [ the load increases, CoopMC performs significantly bettanth

SIFS SIFS .
s the other two models because in the proposed framework the
Relay HTS DATA-1 _DATA-2 DATA-3 . . . . .
? T T T simultaneous transmissions in the same region are albtate
SIFS SIFS  SIFS different channels and as a result, the amount of time spent b
Destinati cts cACK each node waiting to access the channel for data transmissio
dl I is reduced. On the other hand, as the load increases the

throughput of both CoopSC and Direct model in fact degrades
Fig. 4. Example illustrating the process of channel negotiatluring the with the_ network load when compared to the CoopMC model.
DATA Phase forx = 3. Interestingly, the performance of CoopSC is worse as ofgpose
to the Direct model. This throughput degradation is due to,
receive the data packets from A and R1 using channel 1 andexplained in Section Il, the enlarged interference regio
respectively, but a CACK is sent to A using channel 1 alonthe presence of cooperative relays which in fact incredses t
The data exchange process is illustrated in Figure 4fer3. time spent by each node waiting to access the medium for data
In this figure, we observe that onljey + 1)Ty.:, time slots transmission. In other words, an increased level of interfee
are required to complete the data transmission under CoopM@atly reduces the number of simultaneous transmissions i
model. Nonetheless in existing cooperative protocols [B], CoopSC model and correspondingly, the throughput.
where the relay use two time slots to complete the transamssi
between source and destination, we néed,;, time slots — COOESC ‘
to complete the data transfer. 3500/ | —— CoopMC

== Direct
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We evaluate CoopMC model and compare with two models,
single-channel cooperative transmission and direct mnéss
sion, using the ns-2 simulator with CMU wireless extensions
The simulation area consists of a grid of 40 wireless nodes '
located in 1000 meter by 1000 meter. The bit rate of channel o )l/:/. )
is 2Mbps and the transmission range of each node is set 500 ]
approximately 250m. We use = 3 and this value is shown S S R R R S
to be the best for throughput in our experiments. We randomly O ket Arival Rate (Packetsisecond)
select the source and destination pairs and each sourizgdgit
an user datagram protocol (UDP)/constant bit rate (CBRjdra Fig. 5. Aggregate Throughput vs. Packet Arrival Rate.
flow to its intended destination. Besides source and dei&ima In Figure 6, we study the performance of the models in the
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presence of normal wireless losses. We make the following e v ‘ ‘
observations: (a) In the absence of wireless losses tagethe B g S B R ackets seoo

—@— CoopMC, Packet Arrival Rate=100 Packets/Secpnd
i i 1800 =0 CoopSC, Packet Arrival Rate=10 packets/ i
with the low network load i.e., 10 packets/second, we oleserv > CoopSC, Packet Arval Rate10 packassecory

that all the models have zero packet loss rate; However, as
the network load increases from 10 to 100 packets/second,
the packet loss rate of CoopSC model is in fact increased by
~ 40%. Again, this occurs due to the increased interference
region and thereby the channel contention time in CoopSC
model as opposed to other two models. In particular, as the
channel contention increases, the number of packets waitin

to get transmitted also increases. Thus, when the number ¢ i i T
of data packets in the queue exceeds the limit, node starts ‘ : ‘
dropping the data packets. (b) As the wireless loss incsgease
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Channels

Direct model incurs more packet losses. However, in both Fig. 7. Impact of Channels on Throughput
CoopMC and CoopSC model we observe that the loss rate
almost remains a constant with the normal loss rates. This is IV. CONCLUSION

because in cooperative transmissions, the destinatiobioas Interference plays a key role in limiting the performance of

t_he transmission from both source and relay ”Od‘?s to olgtain [he wireless networks. We mainly indicate that when coopera
final packet and though the direct link faces wireless lgsse; e relays are deployed in a wireless network, it incursran |

the packet is successfully reached at the destination da eased level of interference and thereby lower througi@ut

relay. () Sllnc_e. CoopMC model employs multiple channels,é mulation results also confirm this drawback of coopeeativ
performs significantly better than other two models. Howev ommunication. However, cooperative communications have

the negligible packet loss rate of CoopMC model for higheermerged recently as a key factor for improving the perforrean

g;tworkfload |sbdue to its toverlhgad fo& ?hanﬂel neiqotlam tl of fading channels. Thus, to realize the benefits of cooperat
mS of every beacon Interval 1S used for channel negomatiq., ., .y nication in wireless network, we propose a coopexativ

Finally in figure 7, we study the throughput of CoopMC mod ulti-channel (CoopMC) MAC protocol that allocates each co
operative transmission dynamically in a different chan@alr

P simulation results manifest that employing multiple fregay

05| [ -~ CoopSCICoopMC, Packet Arival rte=10 Packeis/Secod channels can mitigate the interference in cooperativelegse

I B - ccom syl network and thus improve the performance to a greater extent
=8~ Direct, Packet Arrival rate=10 Packets/Second i i i

O I e e s In future, we plan to investigate a scheme that dynamically

sets the duration of @'TROL Phase and the parameter
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