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Abstract—Wireless Mesh Networks (WMNs) have emerged
recently as a promising technology for next-generation wireless
networking to provide wide variety of applications that cannot be
supported directly by other wireless networks. In WMNs, security
is turning out to be a major concern and little attention has
been paid to this topic by the research community. In this paper,
we investigate a serious security threat known as the selective
forwarding attack (gray hole attack). In a selective forwarding
attack, a malicious node refuses to forward all or a subset of
the packets it receives. Such selective dropping is challenging
to defend against. In this paper, we present an algorithm to
defend against selective forwarding attacks based on AODV
routing protocol. The first phase of the algorithm is Counter-
Threshold Based and uses the detection threshold and packet
counter to identify the attacks and the second phase is Query-
Based and uses acknowledgment from the intermediate nodes
to localize the attacker. We also present simulation results to
illustrate the efficiency of the proposed algorithm. To the best of
our knowledge, this is the first paper to present an algorithm for
defending selective forwarding attacks in WMN.

Index Terms—Wireless Mesh networks, Selective forwarding
attacks, Black hole attacks, Detection threshold, ETX

I. INTRODUCTION

Wireless Mesh Networks (WMNs) [1], [2], [3] have

emerged recently as a promising technology for next-

generation wireless networking to provide better services that

cannot be supported directly by other wireless networks. A

WMN consists of two types of nodes: mesh routers and mesh

clients. Mesh routers form the backbone and they have min-

imal mobility which guarantees high connectivity, robustness

etc. The mesh client nodes can be stationary or mobile.

Self-organization and self-configuration are the desired fea-

tures of WMN. These features provide many advantages for

WMN’s like good reliability, market coverage, scalability and

low upfront cost. WMN also gained significant attention be-

cause of the numerous applications it supports, e.g., broadband

home networking, community and neighborhood networks,

delivering video, building automation, in entertainment and

sporting venues etc. However, WMNs lack efficient security

solutions in various protocol layers [1]. This is attributed

to many factors [1], [4]. First, in a wireless network all

communications go through shared wireless links which makes

it prone to physical security threats as opposed to wired

networks. Second, the nodes are mobile and can move in

any direction. Whenever the topology changes, the nodes

exchange this information to establish a route between source

and destination. Since the message are transmitted through

wireless links, any malicious node can give incorrect topol-

ogy updates and other nodes may unknowingly forward the

messages. Finally, WMNs have distributed architecture and

hence decision making in a WMN will rely on the successful

cooperation of nodes. If a malicious node refuses to cooperate

with other nodes, then the distributed operation of the network

will fail.

In general, WMNs lack efficient and scalable security

solutions due to open medium, dynamic topology, and absence

of central authority. In a WMN, the mesh clients can access

the network through mesh routers or directly via other mesh

clients. To support end to end communication, effective routing

protocols are required. Hence routing plays an important role

in the entire network and therefore focus of certain types of

malicious attacks like gray hole attacks, black hole attacks,

sybil attacks, sinkhole attacks etc [5], [6].

Although the network layer of WMN is threatened by

various attacks, we focus on the selective forwarding (gray

hole) attack. Defending selective forwarding attacks in the

area of ad hoc and sensor networks have already been studied.

Although our work is not about defending security threats in

ad hoc and sensor networks, we review the following previous

works.

In [4], the authors discuss the routing security issues of

mobile ad hoc networks and present a solution for the black

hole problem in AODV [7]. But the main limitation of the

scheme is that it works on an assumption that the malicious

node do not launch group attacks against ad hoc networks.

In [5], the authors provide a detailed description of security

threats against routing protocols and the counter measures

in the area of sensor networks. Karlof et al. first proposed

selective forwarding attacks and suggested that multi path

forwarding can be used to counter selective forwarding attacks

in sensor networks. But multi path forwarding suffers from

several drawbacks mainly overhead, poor security resilience

[5], [8].

In [8], the authors propose a multi hop acknowledgment

scheme for detecting selective forwarding attacks. The inter-

mediate nodes are responsible for detecting the misbehavior of

the nodes. If a suspicious behavior is detected, it will generate

an alarm packet and deliver to source node. The scheme

has two main disadvantages. First, the intermediate nodes in

the forwarding path suffer from high overhead. Second, the
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Fig. 1. Infrastructure WMN: Mesh routers are static and form the backbone
of the network whereas mesh clients can be static or mobile. Mesh clients
rely on mesh routers to forward the data to destination [1]

scheme would not work if a node is compromised during the

deployment phase by the attacker.

In this paper we analyze the security threat known as the

selective forwarding attack (gray hole attack) and propose an

algorithm to defend against the attacks based on AODV [7].

The first phase of the algorithm is Counter − Threshold
Based and uses the detection threshold and packet counter to

identify the attacks and the second phase is Query-Based and

uses acknowledgment from the intermediate nodes to localize

the attacker. Although we present the algorithm based on

AODV, it can be easily applied to existing routing protocols

like DSDV, DSR etc.

The rest of the paper is organized as follows: Section II

presents the network architecture and selective forwarding

attacks against network protocols in detail. In section III

we describe the mechanism to defend against the selective

forwarding and black hole attacks. Section IV present an

analysis of detection threshold. In section V we describe

the simulation setup and the performance results. Finally, we

conclude this paper and discuss our future work in Section VI.

II. PROBLEM STATEMENT

A. Network Architecture

We consider a multi-hop infrastructure WMN [1], [11] as

shown in figure 1. Infrastructure WMNs are commonly used

in community and neighborhood networks. In this type of

network, mesh routers are deployed on the roof of houses in

neighborhood and they communicate with one another to form

a multi-hop static wireless backbone. The client nodes access

these static mesh routers to forward the traffic to other nodes.

Thus mesh routers take part in the process of forwarding

packets, providing end to end communication between nodes

not in the direct range.

B. Gray Hole/Selective Forwarding Attacks

In this attack, a malicious node refuse to forward certain

packets and simply drop them. If a malicious node drop all

the packets, the attack is then called black hole. To launch a

selective forwarding attack, an attacker may compromise or

hijack the mesh router that belong to the network (known as

internal attacks) or attack the network from outside (known as

external attacks) by jamming the communication link between

the routers. Black hole attacks are easy to detect as opposed

Fig. 2. Single malicious node in the forwarding path

Fig. 3. Two colluding malicious nodes in the forwarding path.

to selective forwarding attacks which selectively drops packets

originating from a single IP address or a range of IP addresses

[12] and forwards the remaining packets.

C. Security Attack Model

In this work, we consider only the source and destination

mesh node to be trusted because mesh routers deployed in

community and neighborhood networks are susceptible to

internal attacks or external attacks. Therefore, complete trust

cannot be assumed on the intermediate mesh nodes.

Figures 2, 3 shows the deployment of malicious nodes in

a infrastructure WMN. Figure 2 shows the presence of single

malicious node in the path between source and destination.

This attacker can selectively drop the messages for destination.

In figure 3, two or more colluding malicious nodes are present

in the forwarding path. This kind of deployment makes it very

difficult to detect the selective dropping attacks.

We now discuss how selective forwarding attacks (black

hole attacks) can easily happen in AODV [7] routing protocol.

AODV is an on-demand routing protocol that creates routes

only when required. When a source has data to transmit to an

unknown destination, it broadcasts a Route Request (RREQ)

for that destination. At each intermediate node, when a RREQ

is received a route to the source is created. A receiving node

rebroadcasts the RREQ if it has not received this RREQ

before, is not the destination and does not have a current route

to the destination. If the receiving node is the destination or has

a current route to the destination, it generates a Route Reply

(RREP) which is unicast in a hop-by-hop fashion to the source.

As the RREP flows back to the source, each intermediate node

creates a route to the destination. When the source receives the

RREP, it records the route to the destination and can begin

sending data. If multiple RREPs are received by the source,

the route with the shortest metric is chosen.

Figure 4 presents a mesh network of routers. Suppose

node A wants to send packets to node D and it broadcasts

a RREQ for that destination. We assume that node B is a

malicious node that lures the traffic by sending false routing
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Fig. 4. The selective forward attack problem against network protocols. The
malicious node B easily lures the traffic to itself and disrupt the network
operation by dropping packets.

information. Node B claims that it has a better route to

destination whenever it receives RREQ packets and sends the

reply back to source node A. The destination node D and other

intermediate nodes may send the reply if it has a fresh route to

destination. If A receives the reply from a genuine node first,

everything works well. But the RREP from B can reach the

source node first due to two reasons [4]. First, a malicious node

may be near to source node. Second, a malicious node does

not have to check its routing table when sending false route

information. As a result, A will think that the route discovery

process is complete, ignore all other RREPs and forward data

packets to D via B. Node B will refuse to forward some

packets and form selective forwarding attack in the network.

If B drops all packets, it is known as black hole problem. A

similar attack can be achieved with DSR [14], DSDV [15].

III. THE PROPOSED ALGORITHM

In this paper, our aim is to identify and localize selective

forwarding attacks in the area of wireless mesh networks.

The characteristics of the defending algorithm [8] should be:

1) able to detect the malicious nodes quickly 2) additional

overhead caused by the algorithm should be minimum.

A. Detection of gray hole attackers

In this section, we propose the first phase of algorithm,

Counter− Threshold Based, to achieve our goal of identi-

fying selective forwarding attacks. First, we generate a random

set of mesh routers for particular pair of source and destina-

tion nodes as shown in figure 3. The path between source

and destination mesh nodes are determined using the route

discovery feature of AODV protocol [7]. Each node maintains

a packet counter for keeping track of the packets received

from a particular source node. The source node also maintains

a packet counter to keep track of the packets forwarded to

destination node.

Two packets, Control packet and ControlACK are used in

this detection scheme. The Control packet consists of Source

ID, Destination ID, Hash field, Hash-Function [19], [20] and

Final-Hash (one way hash chain which encrypts number of

packets transmitted from source to destination).

We use hash chains to secure the packet count in a similar

way the authors do in [17], [18]. Every time a source forwards

a Control packet, it performs the operations as shown in figure

Fig. 5. The operations performed by source node when it transmit a Control
packet

Fig. 6. The control packets are included randomly between data packets to
avoid complete drop of control packets by the malicious node.

5. The Control packet is included randomly between data

packets as shown in figure 6. The reason to send Control
packets randomly between data packets is to avoid complete

drop of control packets by the attacker.

When the destination node receives the Control packet, it

performs the operations as shown in figure 7 and retrieve the

packet count value in Control packet. The destination node

then compares the destination packet count with the detection

threshold. Our detection algorithm requires the destination

node to return an acknowledgment (ControlACK) for every

received Control packet to the source node. Consider the

following scenarios.

1) Scenario I: Positive ControlACK from Destination: If

the destination packet count satisfies the detection threshold,

a positive ControlACK will be sent to the source node

notifying the absence of attacker in the forwarding path.

2) Scenario II: Negative ControlACK from Destination:
If the destination packet count is less than the detection

Fig. 7. The operations performed by destination node when it receive a
Control packet
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threshold, a negative ControlACK will be sent to the source

node notifying the presence of attacker in the forwarding path.

3) Scenario III: No ControlACK from Destination: The

source node may not receive a reply from the destination for

any one of the following two reasons. First, ControlACK
packet from destination node is dropped by a malicious node.

Second, the Control packet from source did not reach destina-

tion and hence destination will not return any ControlACK
to source as it does not know that it was expecting any

Control packet. To handle this situation, a Timeout is used.

After the Timeout, source node will initiate the Query based

localization algorithm.

The accuracy of the detection of malicious node depends

upon detection threshold calculation. We provide an analysis

of detection threshold in Section IV and simulation study in

Section V.

B. Localization of gray hole attackers

Once the presence of a malicious node is identified by

the detection algorithm, the source node invokes the second

phase of the algorithm, Query Based algorithm. In this

phase, source node will query the intermediate nodes in the

forwarding path for the received packet counter value. If all

the intermediate nodes are queried by source node, it will

increase the overhead of algorithm. Hence to improve the

performance of the algorithm, a Counter Frequency is used

to select the intermediate nodes in the path between source

and destination. We can determine the appropriate value of

Counter Frequency based on the experiments on mesh

topology. Now, consider the following scenarios.

1) Scenario A: All packets are dropped by Malicious Node:
In this scenario, the destination will not receive any packets

and hence do not send any ControlACK back to source.

After Timeout, the source will query the selected intermediate

nodes for packet count based on Counter Frequency. Hop

by Hop packet count comparison is employed for selected

intermediate node to localize the attacker. In this case, the

packet count of the attacker will be higher than the following

legitimate node because the attacker is dropping packets

without relaying it to the subsequent node.

2) Scenario B: Few packets are dropped by Malicious
Node: In this scenario, the destination will send a Negative

ControlACK to source to notify the presence of a malicious

node. Once the presence of an attacker is detected in the

forwarding path, to localize the attacker the source will query

the selected intermediate node for packet count based on

Counter Frequency. In this scenario, the packet count of

malicious node will be higher than the following genuine node

as the malicious node is dropping packets without forwarding

it to the subsequent node.

Once the attacker is localized, source node will generate

an Error packet to inform other nodes of this attack so that

other nodes can discard this localized route in future route

discoveries.

Fig. 8. Three node network topology to illustrate detection threshold; A is
the source and C is the Destination.

IV. ANALYSIS OF DETECTION THRESHOLD

We determine the appropriate value of detection threshold

(dthresh) based on the routing metric ETX (expected transmis-

sion count) [10]. ETX is defined as the expected number of

data transmissions needed to successfully deliver a packet from

a sender to the receiver, including retransmissions. ETX of a

link is computed using the forward and reverse delivery ratios

of the link. The forward delivery ratio, df , is the measured

probability that a data packet is successfully delivered at the

receiver and the reverse delivery ratio, dr, is the probability

that the acknowledgment packet is successfully received by

the sender. The ETX of a link is computed as

ETX =
1

df × dr
(1)

The inverse of ETX corresponds to the delivery ratio of the

link. The detection threshold dthresh of a route is computed

as the inverse of the summation of ETX of all the links i
along the path p.

dthresh = 1∑
linki∈p ETXi

(2)

AR = N × dthresh (3)

where, AR is the Acceptance Rate and N is the number of

packets transmitted by the source node. For example, consider

the three node network (figure 8). In this topology, node A
wants to communicate with node C. Let N be the number

of data packets transmitted by A to C. Suppose the delivery

ratios of the link AB is 50% (ETX = 2) and that of link BC
is 25% (ETX = 4) . dthresh of route AC is computed as the

inverse of the summation of the ETX of links AB and AC
i.e. 1

6 . Only 1
6 of the packets send from source A will reach

the destination node C. If node C receives packets less than

AR (N × dthresh), then a malicious node is present in the

path. Now we will examine whether the proposed Counter-

Threshold based algorithm is able to detect the malicious

attack accurately. Suppose a malicious node respond back to

the RREQ of source with a better route information (high

delivery ratio) to lure the traffic to itself as seen in figure 4.

Since the detection threshold of the route is computed based

on the throughput of each link, if a attacker drops packets,

the packets received by the destination node will be less than

AR and the presence of malicious node between sender and

receiver can be easily detected.
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Fig. 9. Network Throughput in the presence and absence of attackers.

V. PERFORMANCE EVALUATION

The proposed algorithm is implemented in ns2 [21] and

the performance is evaluated in terms of network throughput,

overhead of the algorithm and sensitivity of the algorithm to

detection threshold.

A. Simulation Parameters

The network topology consists of a square grid of 36 mesh

nodes located in 1000m × 1000m area. In our simulations

traffic sources are modeled as bulk TCP transfers. Packets have

a size of 1024 bytes and are sent at a deterministic rate. The

transmission range is set as 250m while the carrier sensing

range is set as 550m. One stationary source and one stationary

destination is placed on the opposite sides of the grid with

multiple forwarding paths between them. The malicious nodes

are randomly located in the forwarding path of source and

destination. We integrate the ETX metric into AODV routing

protocol to select the path between source and destination. We

set the maximum number of Timeouts as 2 before the source

node initiates the localization algorithm. The Control packets

are generated randomly by the source node to avoid complete

dropping of packets by the attacker.

B. Performance Results

In this section we evaluate the performance of the algo-

rithms in terms of network throughput, overhead and sensitiv-

ity to detection threshold.

1) Scenario I: A single attacker present in the forwarding
path: In this scenario, an attacker is randomly selected in

the forwarding path between source and destination. Figure

9 shows the network throughput as a function of time. Two

observations are made from figure 9. First, network throughput

is degraded in the presence of malicious nodes. Second, after

using detection and localization phase of the algorithm, the

network performance is improved because the proposed algo-

rithm detects the attacker and initializes the Query −Based
phase to localize the attacker. Once the attacker is localized,

the source node sends an Error packet to all other nodes

and initiates a new route discovery process that avoids the

malicious node. It is seen from figure 9 that the proposed

algorithm defends the attacker at time 3s and the throughput

is improved thereafter.

Fig. 10. Two or more colluding attackers are present in the paths between
source and destination

Fig. 11. Sensitivity of Detection scheme with different threshold values

2) Scenario II: Colluding attackers present in multiple
forwarding paths between Source and Destination: In this

scenario, two or more attackers are randomly selected in the

multiple forwarding paths between source and destination.

Figure 10 shows the network throughput as a function of

time. It is seen from figure 10 that the network performance

is improved using detection and localization algorithm after

time 7s because the proposed algorithm identifies the attacker

in the time interval 0− 7s and initiates a new route discovery

process that avoids the malicious node.

3) Scenario III: Analysis of Detection Threshold: In this

scenario we compare the efficiency of the proposed algorithm

with different detection threshold values. It is observed that

using ETX as detection threshold results in high throughput

in the presence and absence of attackers. From figure 11, two

observations are made.

Case 1: When dthresh is lower than ETX

It is seen that the network performance is very low when the

value of detection threshold is less than throughput of the path.

When the destination node receives the Control packet, it

checks the received packets with the detection threshold. Since

the detection threshold is low, the number of received packets

will be greater than the Acceptance rate (AR) and hence the

destination will always respond with a positive ControlACK
to source. As a result, attackers will go undetected and the

network throughput will degrade.

Case 2: When dthresh is higher than ETX

It is seen in figure 11 that even in the absence of an attacker,
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Fig. 12. Overhead of the algorithm vs Number of Malicious Nodes

the throughput is low when the detection threshold is higher

than throughput of the path. In this case, when the destination

node receives the Control packet, it checks the received

packets with the detection threshold. Since the detection

threshold is higher than the throughput of the path, the number

of received packets will be less than the Acceptance rate.

Therefore, the destination node will always respond with a

negative ControlACK to source. As a result, the source node

enables the localization phase of the algorithm and hence the

legitimate nodes are avoided in the future route discovery

process.

4) Scenario IV: Relative Routing Overhead of proposed
algorithm: Relative routing overhead is computed as the

ratio of the overhead incurred in implementing the proposed

algorithm as opposed to the one that does not. Figure 12 shows

the relative overhead of the algorithm with the increase in

number of attackers. As the number of attackers increase, the

initialization of the localization process and route discovery

process increases. As a result, the overhead of the system

increases with the number of attackers.

VI. CONCLUSIONS

Wireless Mesh Networks (WMNs) have emerged recently

as a promising technology for next-generation wireless net-

working to provide wide variety of applications that cannot

be supported directly by other wireless networks. In such

networks, security is turning out to be a major concern and

little attention has been paid to this topic by the research

community. In this paper, we discuss the routing security threat

known as the selective forwarding attack that can be easily

deployed against a WMN and present an algorithm to defend

against selective forwarding attacks based on AODV routing

protocol. The first phase of the algorithm is Counter-Threshold

Based and uses the detection threshold and packet counter to

identify the attacks and the second phase is Query Based and

uses acknowledgment from the intermediate nodes to localize

the attacker. The algorithm presented in this paper can be

easily applied to existing routing protocols like DSR, DSDV.

We also present a simulation study that shows the efficiency of

the proposed algorithm in the presence of selective forwarding

attackers.

Our future work is to investigate the performance of the pro-

posed algorithms when different existing link quality metrics

are used as the detection threshold.
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