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Abstract

Although a number of bacterial gene-finding programs have been developed, there is still room for
improvement especially in the area of correctly detecting translation start sites. We developed a novel
bacterial gene-finding program named GeneHacker Plus. Like many others, it is based on a hidden Markov
model (HMM) with duration. However, it is a ‘local’ model in the sense that the model starts from the
translation control region and ends at the stop codon of a coding region. Multiple coding regions are
identified as partial paths, like local alignments in the Smith-Waterman algorithm, regardless of how they
overlap. Moreover, our semiautomatic procedure for constructing the model of the translation control
region allows the inclusion of an additional conserved element as well as the ribosome-binding site. We
confirmed that GeneHacker Plus is one of the most accurate programs in terms of both finding potential
coding regions and precisely locating translation start sites. GeneHacker Plus is also equipped with an
option where the results from database homology searches are directly embedded in the HMM. Although
this option does not raise the overall predictability, labeled similarity information can be of practical use.

GeneHacker Plus can be accessed freely at http://elmo.ims.u-tokyo.ac.jp/GH/.
Key words: gene finding; hidden Markov model; start codon; genome analysis; ribosome binding site

1. Introduction

So far, the entire genomes of about 30 microbial species
have been sequenced and more and more novel genomes
are being sequenced each day. When the whole genome
of an organism is sequenced, the next logical step is to
locate the positions of possible coding regions. A number
of such gene-finding programs have been developed,! 19
many of which are based on probabilistic models of gene
structure. For example, GeneMark.hmm® employs the
hidden Markov model (HMM) with duration'*'? while
GLIMMER** employs an interpolated Markov model,
which combines the models with various orders. Since
bacterial genes can be assumed to contain no introns,
relatively high prediction accuracy has been achieved in
bacterial gene-finding. Indeed, both GeneMark.hmm and
GLIMMER can identify most of the annotated genes and
consequently have become widely used. However, some
problems remain, such as the relatively low accuracy of
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locating the precise position of translation start sites.
To further improve gene-finding accuracy, it is essential
to incorporate various kinds of signal information such
as the ribosome binding signal (RBS; reviewed in 13)
into prediction schemes. However, this is not straight-
forward because most of the start sites of annotated
coding regions have not been experimentally verified.
In fact, Lukashin and Borodovsky® observed that their
GeneMark.hmm, which uses the information of the RBS
in its post-processing step, performs better in precisely
locating start positions when using smaller data obtained
from a proteome project.'* The same group also devel-
oped a ‘frame-by-frame’ algorithm, which shows better
accuracy in precisely predicting genes.' Prediction of
bacterial start sites was the focus of Hannenhalli et al.,'®
who developed a specialized algorithm that detects vari-
ous sequence features of start sites. They also paid great
attention in assessing the accuracy of their algorithm,
collecting relatively reliable data from various sources.
However, since their method was not designed as a mod-
ule for gene-finding programs, it cannot be directly inte-
grated in the usual gene-finding schemes. In this paper,
we report an improvement in our previous algorithm.?
The new program, called GeneHacker Plus, in most cases
shows better accuracy than existing programs. Surpris-
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ingly, it can detect start sites with better accuracy than
Hannenhalli et al.’s method in spite of the simplicity of
its algorithm. We also report our attempt to integrate
the results of similarity searches into the HMM predic-
tion scheme.

2. Materials and Methods

2.1.

We used the genome sequences and the annotations
of their coding regions from the following organisms:
Archaeoglobus fulgidus'® (GenBank accession number:
AE000782), Bacillus subtilis'” (AL009126), Escherichia
colit® (U00096), Helicobacter pylorit® (AE000511),
Methanobacterium thermoautotrophicum?® (AE000666),
and Synechocystis sp. PCC6803%! (NC000911). For more
reliable data of translation start sites, we used other
sources of data, most of which are the same as that com-
piled by Hannenhalli et al.!> For E. coli, the proteome
data of Link et al.'* were used (184 gene products with
experimentally confirmed N-termini). For B. subtilis,
two kinds of data were used: (a) 1246 ‘non-y’ (i.e., exper-
imentally characterized) sequences and (b) 58 sequences
confirmed by comparison with homologous sequences of
B. halodurans®? (see below). Note that the start sites of
the former sequences are not always verified experimen-
tally. For Pyrococcus furiosus, 241 genes that were esti-
mated by comparison with P. horikoshii were used. Since
the complete annotated genome sequence of P. furiosus
has not yet been published, we used these genes for the
predictability assessment of coding sequences as well as
the assessment of start site prediction. For Synechocystis,
Sazuka et al.’s proteome data (107 genes) were used.?3

Estimation of translation start sites based on the
comparison of B. subtilis and B. halodurans was done
as follows. First, using the Entrez system of NCBI,?4
173 known amino acid sequences of B. halodurans were
extracted. Second, for each of the amino acid sequences,
the DNA sequence 90 residues upstream of the start site
was extracted from its original nucleotide sequence and
was mechanically translated to elongate the amino acid
sequence on its N-terminal side by 30 codons (thus, this
region can contain stop codons). Third, the TBLASTN
program was used to compare these amino acid sequences
in all frames with the genome sequence of B. subtilis.?®
Lastly, like Hannenhalli et al.,'® 58 likely translation start
sites were selected by inspecting their alignments.

Collection of known coding regions

2.2.  Architecture of the HMM

As shown in Fig. 1, the basic architecture of
GeneHacker Plus is rather simple; it consists of a model
of the upstream region and two models for the coding
region (CDS). As an option, the model can also include
a parallel branch of the coding region for incorporating
the result of a homology search (shown in dashed box).
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It is also noteworthy that the model itself does not cover
the entire genome but only fits into one gene. Therefore,
when the model is applied to an entire genome sequence,
predicted genes are detected as ‘partial’ matches, like lo-
cal alignments in the Smith-Waterman algorithm?® as
shown in Fig. 1(b) (in this sense, the standard Viterbi
algorithm corresponds to ‘global’ alignment). A similar
approach has been taken in HMMER where a variant of
profile HMM was used to align a query sequence with a
given profile.'? The threshold value for gene detection is
set so as to maximize the average of the sensitivity and
specificity when applied to the original genome sequence
containing the training data. In the case of P. furiosus,
the lowest probability in the training set was used be-
cause the training data are not complete. Because of this
local search strategy, GeneHacker Plus can detect over-
lapping genes without difficulty. However, from a priori
knowledge, when there are two predicted coding regions
that overlap more than 40% of either one’s length in any
direction, the one with the lower score is discarded.

2.3.  Modeling of translation control regions

In prokaryotes, translation start sites are usually spec-
ified by the RBS'? (also called the Shine-Dalgarno se-
quence). Thus, our initial model of the translation con-
trol region simply consisted of the upstream element and
the subsequent spacer. The model of the element was
constructed as a weight matrix of the conditional prob-
ability that a base is observed next to a given base, like
Salzberg’s conditional probability matrix for the predic-
tion of splice sites.?” The spacer region was modeled using
the duration model of HMM, like GeneMark.hmm and
others.>!! However, a proteome analysis of Synechocystis
sp. suggests that additional conserved elements may exist
in some species.?3 In addition, to deal with the problem
of relatively little training data, we used the technique of
pseudocounts, which enables us to avoid using exagger-
ated statistics.'? Thus, we set the algorithm to construct
the model of the translation control region as follows.
First, the upstream 25-bp segment from the start codon
of each coding region in the training set is extracted and
these segments are multiply aligned,?® excluding internal
gaps. Second, a highly conserved, consecutive segment
is identified using the x2 test at each position in the
alignment. Since it is risky to set a single pre-defined
cut-off value for various analyses, we determine the value
manually (the only non-automatic step). The extracted
segment is regarded as the RBS and the number of dinu-
cleotides observed at each position within the segment is
counted. As a pseudocount, ‘one’ count revised by the to-
tal base composition (i.e., four times the ratio of each nu-
cleotide observed in the whole genome) is added for each
nucleotide. Then, the conditional probability matrix of
the RBS is constructed from these counts (a sample for
the E. colidata is given in Table 1(a)). Third, the matrix
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Figure 1. (a) Architecture of the HMM used. The translation control region usually consists of an RBS and a spacer but it can contain
an additional element. Coding regions (CDSs) consists of two categories. The third branch for homology information is optional
(shown in dashed box). (b) Schematic representation of parsing with GeneHacker Plus. The vertical axis represents a simplified gene
model while the horizontal axis represents a genome sequence. Rectangles represent potential matching states between a region in
the genome and a state of the corresponding HMM. Like the dynamic programming matrix, optimal matching states are selected
(shown in shaded rectangles). Note that overlapping genes can be also selected. Genes in the opposite direction are detected in the

second run against the complementary strand.

is applied to the original 25-bp segment and the positions
of the RBS and the downstream spacer region are as-
signed. Fourth, the spacer sequences are simultaneously
aligned without internal gaps to identify other conserved
regions, if any, using the x2 test. If there are additional
conserved regions, the above procedures are repeated to
construct the conditional probability matrix and the po-
sitions of the element are re-assigned in the original se-
quence. Lastly, the model(s) of the remaining spacer
region(s) are constructed based on their length distribu-
tion (a Gaussian curve was used for approximation) and
on their dinucleotide composition considering the pseu-

docounts. Samples for FE. coli data are given in Fig. 2
and Table 1(b). Note that there are two kinds of train-
ing data (i.e., either the original annotation of the whole
genome or a more reliable subset as explained above)
of known start codons in E. coli, B. subtilis, P. furiosus,
and Synechocystis sp. (see Results).

2.4. Modeling of coding regions

The model for coding regions was constructed in a sim-
ilar way to GeneMark.hmm?® but the classification of typ-
ical and atypical coding regions was done more system-
atically. First, a basic model is constructed using the
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Table 1. (a) Conditional probability matrix (%) of the E. coli
RBS based on confirmed data.

Pli 1 2 3 4 5 6
P(AJAL) 40 68 5 3 80 23
P(CJAi1) 40 12 6 7 10 10
P(GiAw) 40 9 82 83 0 49
P(T)AL) 40 12 7 6 10 17
P(A|Ci) 29 55 8 6 61 26
P(C|Cy1) 29 13 6 13 16 17
P(G{Ci..) 29 10 72 75 6 39
P(TJC.) 29 2 13 7 16 17
P(A|Gi) 21 65 8 2 72 15
P(Ci|Gi.1) 21 13 11 5 8 17
P(G{Gi..) 21 9 76 90 7 45
P(T|Gy) 21 14 6 3 13 23
P(A|T.) 11 40 3 5 59 25
P(C{T.)) 1 25 5 16 12 12
P(G{T.) 11 13 78 60 7 36
P(T{T;.) 11 21 14 20 22 27

(b) Conditional probability matrix (%) of the spacer between the
RBS and start codon in confirmed E. coli data.

after | before A C G T

A 42 38 35 35
C 20 23 23 18
G 18 16 14 13
T 20 23 28 34

Nucleotide percent composition was: (A, C, G, T) = (38, 21,
16, 26).

dicodon statistics and the length distribution for the en-
tire coding sequences in the training data (Fig. 3). Thus,
we used four groups of probability values: (1) the prob-
ability of a codon used as a start codon, P(first); (2)
the conditional probability of a second codon following a
given start codon, P(second | first), because we observed
that the second codons are somewhat special compared
with other internal codons; (3) the conditional probabil-
ity of an internal codon following a previous given in-
ternal codon, P(internal | internal); and (4) the proba-
bility of a stop codon following a given internal codon,
P(stop | internal). To deal with cases when the number
of known coding regions is small, we also added a pseudo-
count (i.e., 64 times the total codon frequency) for each
codon count. Unlike the model of the translation control
region, a binomial distribution was optimized to fit the
observed length distribution of coding regions and this
distribution was used to model all length distributions in
the following steps. Second, the log-odds score for each
coding sequence in the training set is calculated for the
obtained model and the sequence is classified into one of
two groups based on the score. The threshold value of
this classification is not essential and we set the value
so that 30% of the sequences are assigned to the second
(atypical) group. Third, for each group of coding se-
quences, a new model is constructed and they are joined
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Figure 2. Length distribution of the spacer between the RBS and
start codon in E. coli data that were confirmed experimentally.
A Gaussian curve approximating the distribution is also shown.

in parallel (Fig. 1). Fourth, the parallel model is applied
to the training coding sequences and the optimal path
selected is monitored for each sequence. The sequences
are then reclassified based on the selection. The last two
steps are repeated until the members of each group con-
verge (we ignored any changes of less than 1% of the
total number). When the constructed model is applied
to genome sequences, the minimum length of the cod-
ing regions in the training data was used as the cut-off
length.

By default, GeneHacker Plus does not use any ho-
mology information but it has an option where it can
directly include the result of similarity searches as a
third branch of the coding region (Fig. 1). In this case,
TBLASTN searches are conducted using a bacterial sub-
set of the SWISS-PROT database?” as queries against
the genomic sequence (the sequences of the same organ-
ism as the genome data are not used). When any sig-
nificant matches are obtained (i.e., the length of align-
ment exceeds 150 nucleotides and its E-value is less
than 1.0E-50), corresponding nucleotide positions in the
genome are marked with the information content (bit
value) of the alignment. Then, these values are used for
obtaining the output symbol emission probability when
parsing the genome sequence with the HMM.
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Figure 3. Basic model of coding regions. This model is used to build an initial model of the overall coding regions and is also used to

build typical and atypical models, as described in the text.

3. Results

3.1.  Obtained models

We constructed HMMs of the gene structure of six
species. The ratio of numbers between typical genes
and atypical genes are 90 : 10 for A. fulgidus, 84 : 16
for B. subtilis, 80 : 20 for E. coli, 90 : 10 for H. pylori,
90 : 10 for M. thermoautotrophicum, and 88 : 12 for
Synechocystis sp. We also examined the distribution
of transition probability between neighboring codons for
both typical and atypical genes of each genome (data not
shown). Roughly speaking, the variance of such proba-
bility distributions between genes was smaller in typical
genes compared to atypical genes. This suggests that
‘atypical’ genes cannot be clustered into a single cate-
gory (i.e., they are not of the same origin).

Another observation was made on the structure of the
translation control region (Fig. 4). For all genomes ex-
cept that of Synechocystis, the only well-conserved region
was the so-called RBS. In Synechocystis sp., the RBS and
another short element just upstream of the start codon
were found to be well-conserved. It should be noted that
this additional element was only significant when we used
the reliable subset of start-site information and further
that the element has already been proposed by the orig-
inal authors.?®> We could not find a clear correlation be-
tween the quality of data (reliable data are marked with
an asterisk in Fig. 4) and the conservation degree of the
RBS. The RBS of B. subtilis appears a somewhat specific
in the sense that it is longer and more strongly conserved
than RBSs of other species. In addition, its spacer region
is also slightly longer.

3.2.  Prediction of annotated coding regions

In Table 2 (a), the accuracy of GeneHacker Plus is es-
timated by its ability to find the entire coding region of
all regions included in the training data (self-evaluation).
In this stage, we assumed that all annotations are cor-

rect and that there remain no uncharacterized coding
regions to calculate specificity. Note that different data
were used to construct the model of the translation con-
trol region in B. subtilis, F. coli, and Synechocystis sp.
In column ‘E’, only genes for which both start and stop
codons were correctly predicted were counted as posi-
tives; in column ‘A’, genes having the same stop codons
as the annotation data were counted as positives. Both
the values of sensitivity (Sn) and specificity (Sp) are
given when available. For P. furiosus, Sp cannot be
calculated because only a subset of coding regions is
known. In total, GeneHacker Plus predicted 1809 genes
in this genome. Corresponding results of the previous
version of GeneHacker, ‘frame-by-frame’ algorithm, and
GLIMMER (ver.2) are also shown.®%10 The result of
the ‘frame-by-frame’ algorithm was taken from the lit-
erature. Since GLIMMER was freely available, we set
its sensitivity to that of GeneHacker Plus and compared
their specificity. Because GLIMMER tends to report
very high scores for positively-predicted genes, it was dif-
ficult to set an appropriate threshold to change its sen-
sitivity to a specified value. As we found that longer
predicted coding regions are more reliable, we first se-
lected the coding regions with its maximum threshold
value, 99, and then further selected in decreasing or-
der of lengths until the sensitivity becaomes equal to
that of GeneHacker Plus. GeneHacker Plus outper-
forms its previous version in most cases and the improve-
ments are sometimes highly significant. In the ‘Exact’
view, the sensitivity of GeneHacker Plus is slightly in-
ferior to that of the ‘frame-by-frame’ algorithm (and is
much worse in M. thermoautotrophicum). However, in
the ‘Approximate’ view, the sensitivity of GeneHacker
Plus is at an almost comparative level with that of other
programs and its specificity is significantly better.

To confirm that our program had not over-learned the
training data, we also tested its accuracy by a 10-fold
cross validation. Here the specificity with the exact cri-
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RBS Spacer
A. fulgidus (943/@24) A74 Gisg (950/C18) Tes (Jao/tzo) (243/923)
456 +1.53
*B. subtilis Asg A74 Agg Ggs Gigg Agg Gigs G7g
8.47 +1.61
*E. coli (839/930) A7z Gga Gogg A7z (941/a28) (as/tzr)
5.65+1.94
H. pylori A71 Ago Giga G7g Ass
6.52 + 1.62
M. thermoautotrophicum
(947/823) Asg G Ces Tsa (94s5/t23) (a4g/tas) (t4e/azg)
3.42 + 1.36
*P. furiosus (953/t23) (851/929) Gg7 Gg7 T70 G7s Asg
511+1.29
* ' Az3 G77 Ggo Ags (a46/932) Ase (C51/t27) (taa/Caz)
Synechocystis sp. 5.02 + 2.46

Figure 4. Model of the translation control region for each organism. Species names are shown with an asterisk if special data (other than
the GenBank annotation) were used to construct the model. The consensus sequences of the RBSs are represented in conventional
notation, followed by a model of the spacer regions (average length and standard deviation are shown). Note that the actual models
are constructed from more complicated conditional probabilities (see Table 1). In Synechocystis sp., an additional element was

discovered.

terion was not shown because the annotation informa-
tion, especially the start site information, is not always
reliable. As shown in Table 2(b), the results are rather
insensitive to this procedure; only decreases of a few per-
cent are observed in most cases. Corresponding results
were also calculated using GLIMMER (its sensitivity was
set to the same value with that of GeneHacker Plus). Al-
though there are still uncharacterized genes, GeneHacker
Plus seems to outperform GLIMMER in terms of speci-
ficity.

8.8.  Prediction of start codons

Strictly speaking, the annotation information of cod-
ing regions is not reliable enough for the assessment
of prediction accuracy. Therefore, we used a similar
approach to that of Hannenhalli et al.'® to assess the
accuracy of the start-site prediction. Note that they
predicted the precise position of the start site of a
given open reading frame (ORF). Therefore, our pre-
diction condition is more stringent than theirs. Never-
theless, GeneHacker Plus performs either comparable to
or slightly better than Hannenhalli et al.’s method, as
shown in Table 3. As for B. subtilis, they used the ‘non-y’

genes but these data are still not reliable enough. Thus,
we prepared another data set based on the sequence con-
servation between B. subtilis and B. halodurans, similar
to the way that Hannnhalli et al.'® compared P. furiosus
and P. horikoshii to obtain the P. furiosus data. Al-
though the obtained data size is rather small (58 se-
quences), GeneHacker Plus shows better predictability
on this set. In addition, we examined two kinds of ad-
ditional data of B. subtilis for the assessment. First, the
N-termini of 30 proteins were determined experimentally
(T. Kodama, personal communication). GeneHacker
Plus correctly predicted 24 of them; of the other 6 pro-
teins, 5 had start positions more than 100 residues
apart from the annotated sites (data not shown). It is
possible that these discrepancies are due to other rea-
sons. Second, seven additional genes were experimen-
tally identified (reported at the home page of the Pasteur
Institute; http://genolist.pasteur.fr/SubtiList/).? Since
these genes had not been included in the original annota-
tion of the B. subtilis genome, their detection has been re-
garded as false positives (in even our results in Table 2!).
We found that GeneHacker Plus correctly predicts four
of them. It is also possible that some of the remaining
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Table 2. (a) Result of self-evaluation of the model.

Genomes GH+ GH Frame-by-frame GLIMMER
E A E A E A E A
A. fulgidus Sn 752 975 74.8 96.5 78.7 98.0 75.2 97.5%
Sp 744 965 73.8 95.2 71.7 88.3 71.8 93.1
B. subtilis Sn 833 975 64.5 94.7 85.8 98.4 574 97.5%
Sp 827 96.8 65.5 96.3 79.3 90.1 55.6 94.3
E. coli Sn 739 964 69.3 93.6 75.7 93.9 74.1 96.4*
Sp 752  98.1 72.8 984 74.2 91.9 732 953
H. pylori Sn 840 96.8 784 937 86.4 96.7 74.4 96.8*
Sp 83.6 964 80.3 96.0 82.0 913 68.8 89.5
M. thermoautotrophicum Sn 646 983 64.2 94.5 77.6 96.5 85.9 98.3*
Sp 651 990 673 99.2 73.8 91.3 753 86.1
P. furiosus Sn 90.5 9838 85.5 98.8 - - - -
Sp - - - - - — - -
Synechocystis sp. Sn 82.1 97.9 77.5 93.4 85.9 97.3 70.7 97.9%*
Sp 823 98.1 82.0 989 80.5 90.6 68.7 95.1

All values are given in percentages (%). GH+: GeneHacker Plus (this work), GH: GeneHacker (previous
version), E: Exact, A: Approximate, Sn: sensitivity, Sp: Specificity. The values of the ‘frame-by-frame’
algorithm were taken from Ref. 10 and the specificity of GLIMMER (ver.2) was calculated by us and was
adjusted so that it had the same sensitivity as GH+-.

(b) Result of 10-fold cross-validation.

Genomes GH+ GLIMMER*
Exact Approx. Exact  Approx.
Sn (%) Sn(%) Sp(%) __Sn (%)  Sp(%)
A. fulgidus 73.0 95.8 96.3 73.7 93.6
B. subtilis 81.6 96.2 97.0 56.3 91.9
E. coli 72.8 95.9 98.0 73.1 84.7
H. pylori 81.2 94.7 95.6 72.2 94.2
M. thermoautotrophicum 60.6 95.7 98.4 85.2 97.2
P. furiosus 88.0 98.3 - - .
Synechocystis sp. 80.2 96.5 98.0 69.0 96.0

*sensitivity was matched to that of
scribed in the text.

false positives will turn out to be true positives in the
future once more experiments are performed.

4. Discussion

In this work, we introduced a mnovel bacterial
gene-finding program, GeneHacker Plus, and showed that
it is one of the most accurate programs in this field
both for finding coding regions and for predicting trans-
lation start sites. We used dicodon statistics rather than
the more general hexamer statistics. Although the lat-
ter includes the former, the differences do not seem to
be significant.?! It is likely that our careful modeling
of the first and second codons made some contribution
to the higher accuracy of our method. Another reason

GeneHacker Plus by the procedure de-

for the high accuracy maybe the careful detection of up-
stream elements. Because of its features, the ability of
GeneHacker Plus to detect exact positions of start sites
is comparable to or better than a specifically-developed
method, if we consider that the start sites of Bacillus
‘non-y’ genes are not guaranteed to be correct (Table 3).
Although there maybe other reliable methods to detect
RBSs (e.g., Tompa’s work3?), these methods have not
fully considered the possibility that positions other than
the Shine-Dalgarno sequence may be conserved. Such an
example of extra conservation was observed around the
confirmed start sites of Synechocystis sp. Although simi-
lar elements have not yet been discovered in other species,
they may also exist because systematic N-terminal deter-
mination of proteins is necessary to characterize them.
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Table 3. Accuracy (%) of start-site prediction.

Genomes #genes Self-evaluation Cross-validation
GH+ Hannenhalli GH+ Hannenhalli
B. subtilis(a) 1246 89.4 92.6 88.2 90.4
B. subtilis(b) 58 100.0 - 89.7 —
E. coli 184 96.7 94.0 95.7 84.9
P. furiosus 241 90.5 93.5 88.0 86.6
Synechocystis 107 90.7 — 91.6 —

‘GH+’ means GeneHacker Plus. The values in the ‘Hannenhalli’ columns were taken from
Ref. 14. B. subtilis (a) are the ‘non-y’ genes while B. subitlis (b) were obtained from
sequence comparison. For more details of the data, see Materials and Methods.

For a careful treatment of such uncharacterized elements
GeneHacker Plus requires a manual step to set a thresh-
old parameter, but all other parameters and models are
constructed automatically. Unless sufficiently reliable
start site information is available, it is reasonable to run
the program fully automatically assuming only the pres-
ence of an RBS in the translation control region.

GeneHacker Plus shows relatively high prediction
specificity as well as high sensitivity (Table 2). Gen-
erally speaking, it is difficult to exactly assess the sensi-
tivity because apparent false positives may be identified
later as true genes. In fact, we experienced such cases in
B. subtilis; seven new coding regions were found after the
release of the annotation. GeneHacker Plus turned out
to have correctly predicted four of them. In spite of this
kind of difficulty in the specificity assessment, we still
think our estimation is sound because our data includes
two extensively studied bacteria (E. coli and B. subtilis);
it seems unlikely that these bacteria still have hundreds
of false positives. For this reason, our philosophy in de-
veloping gene-finding programs is that it is preferable for
bacterial gene-finding systems to minimize the number of
potential false positives rather than maximize sensitivity.

Perhaps the most remarkable point of GeneHacker
Plus is the simplicity of its architecture. For exam-
ple, to raise the prediction accuracy of translation ini-
tiation sites, GeneMark.hmm from Borodovsky’s group
is equipped with a post-processing step that examines
the RBS.> More recently, the same group proposed a
‘frame-by-frame’ algorithm to improve the predictability
both in locating start sites and in dealing with overlap-
ping genes.!? In contrast, GeneHacker Plus takes a sim-
pler approach to model the bacterial gene structure; it
includes a model of translation control region within the
HMM, and the HMM is applicable to the entire genome
regardless of the existence of overlapping genes.

As for the computation time, GeneHacker Plus
takes about 5 min to parse a 100-kb region on a
333 MHz UltraSPARC workstation.  This may be
slower than GeneMark.hmm (claims 1 min per 100 kb

on an unknown platform),® but the computation time
is not a serious practical consideration when analyz-
ing a newly-determined bacterial genome. Indeed,
GeneHacker Plus has been used for the analyses of several
species including Bacillus halodurans®® and Buchnera sp.
APS.34 Tt is also noteworthy that GeneHacker Plus out-
puts sufficiently reliable prediction results even though
only limited numbers of known genes were used as train-
ing data in these cases.

GeneHacker Plus also has an option to include the re-
sults of a database homology search in its prediction.
In gene finding, such an approach was tried by Robison
et al.3® and has been elaborated by M. S. Gelfand’s
group® as a ‘spliced alignment’ for eukaryotic genomes.
Gelfand’s group also used similarity searches to obtain a
seed set of ORF's, which was used to derive various statis-
tics for further prediction.” More recently, the direct in-
tegration of homology information in HMMs has been
tried in large-scale gene detection from the Drosophila
genome.3738 For example, Krogh reported that the use
of reliable database matches with his HMM greatly im-
proved its sensitivity.3” We tested a similar approach to
see if it could raise the predictability in bacteria. To our
surprise, such homology information did not improve pre-
diction accuracy although our results may have been due
to the nature of the query sequences used. It is possible
that, because the quality of bacterial gene finding has
reached new heights, sequences with relatively low sim-
ilarity are being picked up as background noise. Thus,
we did not adopt this homology option as the default.
Another problem with this option is that it drastically
increases the total search time to the point where it does
become a practical consideration. Nevertheless, we still
realize that homology information should not be treated
as a mere prediction but as a discovery. Therefore, this
option does have its practical applications.

GeneHacker Plus is available for free access at
our WWW site (http://elmo.ims.u-tokyo.ac.jp/GH/).
Please note that the homology option is not currently
supported.
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