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Genomic signal processing: perspectives

Edward R. Dougherty, Ilya Shmulevich, Jie Chen,
and Z. Jane Wang

No single agreed-upon definition seems to exist for the term bioinformatics, which
has been used to mean a variety of things, ranging in scope and focus. To cite
but a few examples from textbooks, Lodish et al. state that “bioinformatics is the
rapidly developing area of computer science devoted to collecting, organizing, and
analyzing DNA and protein sequences” [1]. A more general and encompassing
definition, given by Brown, is that bioinformatics is “the use of computer meth-
ods in studies of genomes” [2]. More general still, “bioinformatics is the science of
refining biological information into biological knowledge using computers” [3].
Kohane et al. observe that the “breadth of this commonly used definition of bioin-
formatics risks relegating it to the dustbin of labels too general to be useful” and
advocate being more specific about the particular bioinformatics techniques em-
ployed [4].

Genomic signal processing (GSP) is the engineering discipline that studies the
processing of genomic signals, by which we mean the measurable events, princi-
pally the production of mRNA and protein, that are carried out by the genome.
Based upon current technology, GSP primarily deals with extracting information
from gene expression measurements. The analysis, processing, and use of genomic
signals for gaining biological knowledge constitute the domain of GSP. The aim
of GSP is to integrate the theory and methods of signal processing with the global
understanding of functional genomics, with special emphasis on genomic regula-
tion [5]. Hence, GSP encompasses various methodologies concerning expression
profiles: detection, prediction, classification, control, and statistical and dynam-
ical modeling of gene networks. GSP is a fundamental discipline that brings to
genomics the structural model-based analysis and synthesis that form the basis of
mathematically rigorous engineering.

Recent methods facilitate large-scale surveys of gene expression in which tran-
script levels can be determined for thousands of genes simultaneously. In par-
ticular, expression microarrays result from a complex biochemical-optical sys-
tem incorporating robotic spotting and computer image formation and analysis
[6, 7, 8, 9, 10]. Since transcription control is accomplished by a method that inter-
prets a variety of inputs, we require analytical tools for the expression profile data
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that can detect the types of multivariate influences on decision making produced
by complex genetic networks. Put more generally, signals generated by the genome
must be processed to characterize their regulatory effects and their relationship to
changes at both the genotypic and phenotypic levels. Application is generally di-
rected towards tissue classification and the discovery of signaling pathways.

Because transcriptional control is accomplished by a complex method that
interprets a variety of inputs, the development of analytical tools that detect mul-
tivariate influences on decision making present in complex genetic networks is
essential. To carry out such an analysis, one needs appropriate analytical method-
ologies. Perhaps the most salient aspect of GSP is that it is an engineering disci-
pline, having strong roots in signals and systems theory. In GSP, the point of depar-
ture is that the living cell is a system in which many interacting components work
together to give rise to execution of normal cellular functions, complex behavior,
and interaction with the environment, including other cells. In such systems, the
“whole” is often more than the “sum of its parts,” frequently referred to as emer-
gent or complex behavior. The collective behavior of all relevant components in a
cell, such as genes and their products, follows a similar paradigm, but gives rise to
much richer behavior, that is characteristic of living systems. To gain insight into
the behavior of such systems, a systems-wide approach must be taken. This re-
quires us to produce a model of the components and their interactions and apply
mathematical, statistical, or simulation tools to understand its behavior, especially
as it relates to experimental data.

In this introductory chapter, we comment on four major areas of GSP re-
search: signal extraction, phenotype classification, clustering, and gene regulatory
networks. We then provide brief descriptions of each of the contributed chapters.

Signal extraction

Since a cell’s specific functionality is largely determined by the genes it is express-
ing, it is logical that transcription, the first step in the process of converting the
genetic information stored in an organism’s genome into protein, would be highly
regulated by the control network that coordinates and directs cellular activity. A
primary means for regulating cellular activity is the control of protein produc-
tion via the amounts of mRNA expressed by individual genes. The tools to build
an understanding of genomic regulation of expression will involve the character-
ization of these expression levels. Microarray technology, both complementary
DNA (cDNA) and oligonucleotide, provides a powerful analytic tool for genetic
research. Since our concern is GSP, not microarray technology, we confine our
brief discussion to cDNA microarrays.

Complementary DNA microarray technology combines robotic spotting of
small amounts of individual, pure nucleic acid species on a glass surface, hybridiza-
tion to this array with multiple fluorescently labeled nucleic acids, and detection
and quantitation of the resulting fluor-tagged hybrids with a scanning confocal
microscope. cDNA microarrays are prepared by printing thousands of cDNAs in
an array format on glass microscope slides, which provide gene-specific hybridiza-
tion targets. Distinct mRNA samples can be labeled with different fluors and then
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cohybridized onto each arrayed gene. Ratios or direct intensity measurements of
gene-expression levels between the samples can be used to detect meaningfully
different expression levels between the samples for a given gene, the better choice
depending on the sources of variation [11].

A typical glass-substrate and fluorescent-based cDNA microarray detection
system is based on a scanning confocal microscope, where two monochrome im-
ages are obtained from laser excitations at two different wavelengths. Monochrome
images of the fluorescent intensity for each fluor are combined by placing each im-
age in the appropriate color channel of an RGB image. In this composite image,
one can visualize the differential expression of genes in the two cell types: the test
sample typically placed in the red channel, the reference sample in the green chan-
nel. Intense red fluorescence at a spot indicates a high level of expression of that
gene in the test sample with little expression in the reference sample. Conversely,
intense green fluorescence at a spot indicates relatively low expression of that gene
in the test sample compared to the reference. When both test and reference sam-
ples express a gene at similar levels, the observed array spot is yellow. Assuming
that specific DNA products from two samples have an equal probability of hy-
bridizing to the specific target, the fluorescent intensity measurement is a function
of the amount of specific RNA available within each sample, provided samples
are wellmixed and there is sufficiently abundant cDNA deposited at each target
location.

When using cDNA microarrays, the signal must be extracted from the back-
ground. This requires image processing to extract signals, variability analysis, and
measurement quality assessment [12]. The objective of the microarray image anal-
ysis is to extract probe intensities or ratios at each cDNA target location and then
cross-link printed clone information so that biologists can easily interpret the out-
comes and high-level analysis can be performed. A microarray image is first seg-
mented into individual cDNA targets, either by manual interaction or by an au-
tomated algorithm. For each target, the surrounding background fluorescent in-
tensity is estimated, along with the exact target location, fluorescent intensity, and
expression ratios.

In a microarray experiment, there are many sources of variation. Some types
of variation, such as differences of gene expressions, may be highly informative as
they may be of biological origin. Other types of variation, however, may be un-
desirable and can confound subsequent analysis, leading to wrong conclusions. In
particular, there are certain systematic sources of variation, usually owing to a par-
ticular microarray technology, that should be corrected prior to further analysis.
The process of removing such systematic variability is called normalization. There
may be a number of reasons for normalizing microarray data. For example, there
may be a systematic difference in quantities of starting RNA, resulting in one sam-
ple being consistently overrepresented. There may also be differences in labeling or
detection efficiencies between the fluorescent dyes (e.g., Cy3, Cy5), again leading
to systematic overexpression of one of the samples. Thus, in order to make mean-
ingful biological comparisons, the measured intensities must be properly adjusted
to counteract such systematic differences.



4 Genomic signal processing: perspectives

A major barrier to an effective understanding of variation is the large num-
ber of sources of variance inherent in microarray measurements. In many statisti-
cal analysis publications, the measured gene expression data are assumed to have
multiple noise sources: noise due to sample preparation, labeling, hybridization,
background fluorescence, different arrays, fluorescent dyes, and different printing
locations. In attempting to quantify the noise level in a set of experiments, some
studies employ ANOVA models in which the log-transformed gene expression sig-
nal is represented by true signal plus an additive noise [13, 14]. Other proposed
models for expression signals include mixture models for gene effect [15], mul-
tiplicative model (not logarithm-transformed) [16, 17], ratio-distribution model
[12, 18], binary model [19], rank-based models not sensitive to noise distributions
[20], replicates using mixed models [21], quantitative noise analysis [22, 23], and
design of reverse dye microarrays [24]. In addition to the many studies on noise
estimation in microarrays, there is a large literature dealing with methods to iso-
late and eliminate the noise component from the measured signal. These studies
suffer from the daunting complexity and inhomogeneity of the noise.

Classification

Pattern classification plays an important role in genomic signal analysis. For in-
stance, cDNA microarrays can provide expression measurements for thousands of
genes at once, and a key goal is to perform classification via different expression
patterns. This requires designing a classifier that takes a vector of gene expression
levels as input, and outputs a class label that predicts the class containing the in-
put vector. Classification can be between different kinds of cancer, different stages
of tumor development, or a host of such differences. Early cancer studies include
leukemias [25] and breast cancer [26, 27]. Classifiers are designed from a sample
of expression vectors by assessing expression levels from RNA obtained from the
different tissues with microarrays, determining genes whose expression levels can
be used as classifier variables, and then applying some rule to design the classifier
from the sample microarray data.

An expression-based classifier provides a list of genes whose product abun-
dance is indicative of important differences in a cell state, such as healthy or dis-
eased, or one particular type of cancer or another. Among such informative genes
are those whose products play a role in the initiation, progression, or maintenance
of the disease. Two central goals of molecular analysis of disease are to use such
information to directly diagnose the presence or type of disease and to produce
therapies based on the mitigation of the aberrant function of gene products whose
activities are central to the pathology of a disease. Mitigation would be accom-
plished either by the use of drugs already known to act on these gene products or
by developing new drugs targeting these gene products.

Three critical statistical issues arise for expression-based classification [28].
First, given a set of variables, how does one design a classifier from the sample
data that provides good classification over the general population? Second, how
does one estimate the error of a designed classifier when data is limited? Third,



Edward R. Dougherty et al. 5

given a large set of potential variables, such as the large number of expression level
determinations provided by microarrays, how does one select a set of variables
as the input vector to the classifier? The difficulty of successfully accomplishing
these tasks is severely exacerbated by the fact that small samples are ubiquitous
in studies employing expression microarrays, meaning that the potential number
of variables (gene expressions) is huge in comparison to the sample size (number
of microarrays) [29]. As with most studies, due to cost and patient availability,
this investigation will be in the small-sample category. Three points must be taken
into consideration: (1) to avoid overfitting, simple classifiers should be employed
[28, 30, 31]; (2) again to avoid overfitting, small feature sets are required [32, 33,
34, 35]; and (3) because samples are small and error estimation must be performed
using the training data, the choice of error estimation rule is critical [36, 37], with
feature-set ranking being of particular importance in gene discovery [38].

The problem of small-sample error estimation is particularly troublesome. An
error estimator may be unbiased but have a large variance, and therefore, often be
low. This can produce a large number of feature sets and classifiers with low error
estimates. In the other direction, a small sample size enhances the possibility that a
designed classifier will perform worse than the optimal classifier. Combined with
a high error estimate, the result will be that many potentially good diagnostic gene
sets will be pessimistically evaluated.

Not only is it important to base classifiers on small numbers of genes from
a statistical perspective, there are compelling biological reasons for small classi-
fier sets. As previously noted, correction of an aberrant function would be accom-
plished by the use of drugs. Sufficient information must be vested in gene sets small
enough to serve as either convenient diagnostic panels or as candidates for the very
expensive and time-consuming analysis required to determine if they could serve
as useful targets for therapy. Small gene sets are necessary to allow construction
of a practical immunohistochemical diagnostic panel. In sum, it is important to
develop classification algorithms specifically tailored for small samples.

Clustering

A classifier takes a single data point (expression vector) and outputs a class label
(phenotype); a cluster operator takes a set of data points (expression vectors) and
partitions the points into clusters (subsets). Clustering has become a popular data-
analysis technique in genomic studies using gene-expression microarrays [39, 40].
Time-series clustering groups together genes whose expression levels exhibit simi-
lar behavior through time. Similarity indicates possible coregulation. Another way
to use expression data is to take expression profiles over various tissue samples,
and then cluster these samples based on the expression levels for each sample, the
motivation being the potential to discriminate pathologies based on their differ-
ential patterns of gene expression. A host of clustering algorithms has been pro-
posed in the literature and many of these have been applied to genomic data: k-
means, fuzzy c-means, self-organizing maps [41, 42, 43], hierarchical clustering,
and model-based clustering [44, 45].
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Many validation techniques have been proposed for evaluating clustering re-
sults. These are generally based on the degree to which clusters derived from a
set of sample data satisfy certain heuristic criteria. This is significantly different
than classification, where the error of a classifier is given by the probability of
an erroneous decision. Validation methods can be roughly divided into two cat-
egories (although this categorization can certainly be made finer)—internal and
external.

Internal validation methods evaluate the clusters based solely on the data,
without external information. Typically, a heuristic measure is defined to indicate
the goodness of the clustering. It is important to keep in mind that the measure
only applies to the data at hand, and therefore is not predictive of the worth of
a clustering algorithm—even with respect to the measure itself. Since these kinds
of measures do not possess predictive capability, it appears difficult to assess their
worth—even what it means to be “worthy.” But there have been simulation studies
to observe how they behave [46].

External validation methods evaluate a clustering algorithm by comparing
the resulting clusters with prespecified information [47]. Agreement between the
heuristic and algorithm-based partitions indicates algorithm accuracy. It also in-
dicates that the scientific understanding behind the heuristic partition is being re-
flected in the measurements, thereby providing supporting evidence for the mea-
surement process.

With model-based clustering, a Bayesian approach can be taken to determine
the best number of clusters. Two models can be compared relative to the sample
data by a Bayes factor [48, 49].

To recognize the fundamental difference between clustering and classifica-
tion, we note two key characteristics of classification: (1) classifier error can be
estimated under the assumption that the sample data arise from an underlying
feature-label distribution; and (2) given a family of classifiers, sample data can
be used to learn the optimal classifier in the family. Once designed, the classifier
represents a mathematical model that provides a decision mechanism relative to
real-world measurements. The model represents scientific knowledge to the extent
that it has predictive capability. The purpose of testing (error estimation) is quan-
tifying the worth of the model. Clustering has generally lacked both fundamental
characteristics of classification. In particular, lacking inference in the context of a
probability model, it has remained essentially a subjective visualization tool. Jain et
al. wrote, “Clustering is a subjective process; the same set of data items often needs
to be partitioned differently for different applications. This subjectivity makes the
process of clustering difficult” [50]. Duda et al. stated the matter radically, “The
answer to whether or not it is possible in principle to learn anything from un-
labeled data depends upon the assumptions one is willing to accept—theorems
cannot be proved without premises” [51]. These criticisms raise the question as to
whether clustering can be used for scientific knowledge. This issue has been raised
specifically in the context of gene-expression microarrays by Kerr and Churchill
when they wrote, “A great deal of effort has gone into identifying the best clus-
tering techniques for microarray data. However, another question that is at least
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as important has received less attention; how does one make statistical inferences
based on the results of clustering?” [52]. Indeed, how is one going to judge the
relative worth of clustering algorithms unless it is based on their inference capa-
bilities?

For clustering to have a sound scientific basis, error estimation must be ad-
dressed in the context of an appropriate probabilistic model. Ipso facto, since a
clustering algorithm partitions a set of data points, error estimation for cluster-
ing must assume that clusters resulting from a cluster algorithm can be compared
to the correct clusters for the data set in the context of a probability distribution,
thereby providing an error measure. The key to a general probabilistic theory of
clustering, including both error estimation and learning, is to recognize that clas-
sification theory is based on operators on random variables, and that the theory of
clustering needs to be based on operators on random points sets [53]. Once clus-
tering has been placed into a probabilistic context, proposed clustering algorithms
can be rigorously evaluated as estimators, rules can be developed from designing
clustering algorithms from data (analogous to the design of classifiers via classifi-
cation rules), and these rules can be evaluated based on the kinds of criteria used
for classification rules, such as consistency, approximation, and sample size.

Gene regulatory networks

Cellular control and its failure in disease result from multivariate activity among
cohorts of genes. Thus, for therapeutic purposes, it is important to model this
multivariate interaction. In the literature, two somewhat distinct approaches have
been taken to carry out this modeling. The first approach is based on constructing
detailed biochemical network models for particular cellular reactions of interest
and makes use of ordinary differential equations, partial differential equations, and
their variants [54]. While this method yields insights into the details of individual
reaction pathways, it is not clear how the information obtained can be used to de-
sign a therapeutic regimen for a complex disease like cancer, which simultaneously
involves many genes and many signaling pathways. A major problem for fine-scale
modeling is its large data requirement. A second approach involves building coarse
models of genetic interaction using the limited amount of microarray gene ex-
pression data that is usually available. Paradigms that have been considered in this
context include directed graphs, Bayesian networks, Boolean networks, general-
ized logical networks, and probabilistic gene regulatory networks (PGRNs), which
include the special case of probabilistic Boolean networks (PBNs).

Gene regulatory systems comprise an important example of a natural system
composed of individual elements that interact with each other in a complex fash-
ion, in this case, to regulate and control the production of proteins viable for cell
function. Development of analytical and computational tools for the modeling
and analysis of gene regulation can substantially help to unravel the mechanisms
underlying gene regulation and to understand gene function [55, 56, 57, 58]. This,
in turn, can have a profound effect on developing techniques for drug testing and
therapeutic intervention for effective treatment of human diseases.
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A model of a genetic regulatory network is intended to capture the simultane-
ous dynamical behavior of various elements, such as transcript or protein levels,
for which measurements exist. There have been numerous approaches for mod-
eling the dynamical behavior of genetic regulatory networks, ranging from de-
terministic to fully stochastic, using either a discrete-time or a continuous-time
description of the gene interactions [54]. One way to proceed is to devise theo-
retical models, for instance, based on systems of differential equations intended
to represent as faithfully as possible the joint behavior of all of these constituent
elements [59]. The construction of the models, in this case, can be based on ex-
isting knowledge of protein-DNA and protein-protein interactions, degradation
rates, and other kinetic parameters. Additionally, some measurements focusing
on small-scale molecular interactions can be made, with the goal of refining the
model. However, global inference of network structure and fine-scale relationships
between all the players in a genetic regulatory network is currently an unrealistic
undertaking with existing genome-wide measurements produced by microarrays
and other high-throughput technologies.

With the understanding that models are intended to predict certain behav-
ior, be it steady-state expression levels of certain groups of genes or functional
relationships among a group of genes, we must then develop them with an aware-
ness of the types of available data. For example, it may not be prudent to attempt
inferring dozens of continuous-valued rates of change and other parameters in
differential equations from only a few discrete-time measurements taken from a
population of cells that may not be synchronized with respect to their gene activi-
ties (e.g., cell cycle), with a limited knowledge and understanding of the sources of
variation due to the measurement technology and the underlying biology. From
an engineering perspective, a model should be sufficiently complex to capture the
relations necessary for solving the problem at hand, and not so complex that it
cannot be reliably estimated from the data. With the advent of microarray tech-
nology, a significant effort has been directed at building coarse models of genetic
interaction using the limited amount of microarray gene expression data that is
usually available. Paradigms that have been considered in this context include
Bayesian networks [60], Boolean networks [61], and PBNs (and their extension
to PGRNs) [62].

There are two important aspects of every genetic regulatory system that have
to be modeled and analyzed. The first is the topology (connectivity structure), and
the second is the set of interactions between the elements, the latter determining
the dynamical behavior of the system [63, 64, 65]. Exploration of the relationship
between topology and dynamics can lead to valuable conclusions about the struc-
ture, behavior, and properties of genetic regulatory systems [66, 67].

In a discrete-time functional network, the state of a gene at time t + 1 is con-
sidered to be a function of a set of genes in a regulatory set at time t. The connec-
tivity of the network is defined by the collection of regulatory sets and the inter-
actions are defined by the functions, which are often called predictors. A predictor
must be designed from data, which ipso facto means that it is an approximation
of the predictor whose action one would actually like to model. The precision of
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the approximation depends on the design procedure and the sample size. Even for
a relatively small number of predictor genes, good design can require a very large
sample; however, one typically has a small number of microarrays. The problems
of classifier design apply essentially unchanged when learning predictors from
sample data. To be effectively addressed, they need to be approached within the
context of constraining biological knowledge, since prior knowledge significantly
reduces the data requirement.

The oldest model for gene regulation is the Boolean network [61, 68, 69, 70,
71]. In a Boolean network, each gene is represented by a binary value, 0 or 1, in-
dicating whether it is down- or up-regulated, and each gene value at the next time
point is determined by a function of the gene values in its regulatory set. The ac-
tion of the network is deterministic and after some finite time, it will settle into an
attractor, which is a set of states though which it will endlessly cycle. The Boolean
model has recently been extended so that instead of a single predictor function,
each gene has a set of predictor functions, one of which is chosen at each time
point. This extension results in the class of PBNs [62, 72]. In the early PBN papers,
regulatory sets were chosen based on the coefficient of determination, which mea-
sures the degree to which the prediction of a target’s random variable is improved
by observation of the variables in the regulatory set relative to prediction of the tar-
get variable using only statistical information concerning the target variable itself
[73, 74, 75]. If the predictor choice is random at each time point, then the network
is said to be instantaneously random; the predictor is held fixed and only allowed
to switch depending on some binary random variable, then the network is said to
be context sensitive. The latter case results in a family of Boolean networks com-
posing the PBN, with one of the constituent networks governing gene activity for
some period of time. This reflects the effect of latent variables, not incorporated
into the model. A PGRN has the same structure as a PBN except that each gene
may take on a value within a discrete interval [0, r], with r not being constrained
to 0 or 1.

A key objective of network modeling is to use the network to design different
approaches for affecting the evolution of the gene state vector over time—for in-
stance, in the case of cancer to drive the network away from states associated with
cell proliferation. There have been a number of studies regarding intervention in
the context of PBNs . These include resetting the state of the PBN, as necessary, to
a more desirable initial state and letting the network evolve from there [76] and
manipulating external (control) variables that affect the transition probabilities of
the network and can, therefore, be used to desirably affect its dynamic evolution
over a finite-time horizon [77, 78]. The latter approach is particularly promising
because it involves the use of automatic control theory to derive optimal treatment
strategies over time—for instance, using dynamic programming.

Overview of the book

This edited book provides an up-to-date and tutorial-level overview of genomic
signal processing (GSP) and statistics. Written by an interdisciplinary team of
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authors, the book is accessible to researchers in academia and industry, who are
interested in cross-disciplinary areas relating to molecular biology, engineering,
statistics, and signal processing. Our goal is to provide audiences with a broad
overview of recent advances in the important and rapidly developing GSP disci-
pline.

In the following, we give a brief summary of the contents covered in this book.
The book consists of twelve book chapters.

(i) In the first part, we focus on signal processing and statistics techniques
in sequence analysis. In “Representation and analysis of DNA sequences,” by Paul
Dan Cristea, the author presents results in the analysis of genomic information
at the scale of whole chromosomes or whole genomes based on the conversion
of genomic sequences into genomic signals, concentrating on the phase analy-
sis.

(ii) In the second part, we focus on signal processing and statistics methodolo-
gies in gene selection: classification, clustering, and data extraction. In “Gene fea-
ture selection,” by Ioan Tabus and Jaakko Astola, the authors overview the classes
of feature selection methods, and focus specially on microarray problems, where
the number of measured genes (factors) is extremely large, in the order of thou-
sands, and the number of relevant factors is much smaller. Classification plays an
important role in genomic signal analysis. In “Classification,” by Ulisses Braga-
Neto and Edward Dougherty, the authors present various techniques in classifica-
tion, including classifier design, regularization, and error estimation. In “Cluster-
ing: revealing intrinsic dependencies in microarray data,” by Marcel Brun, Charles
D. Johnson, and Kenneth S. Ramos, the authors address clustering algorithms, in-
cluding interpretation, validation, and clustering microarray data. In “From
biochips to laboratory-on-a-chip system,” by Lei Wang, Hongying Yin, and Jing
Cheng, the authors review various aspects related to biochips with different func-
tionality and chip-based integrated systems.

(iii) In the third part, we focus on signal processing in genomic network mod-
eling and analysis. In “Modeling and simulation of genetic regulatory networks by
ordinary differential equations,” by Hidde de Jong and Johannes Geiselmann, the
authors review various methods for modeling and simulating genetic regulatory
network and propose differential equations for regulatory network modeling. In
“Modeling genetic regulatory networks with probabilistic Boolean networks,” by
Ilya Shmulevich and Edward R. Dougherty, the authors present a recently pro-
posed mathematical rule-based model, the probabilistic Boolean networks
(PBNs), to facilitate the construction of gene regulatory networks. In “Bayesian
networks for genomic analysis,” by Paola Sebastiani, Maria M. Abad, and Marco
F. Ramoni, the authors show how to apply Bayesian networks in analyzing various
types of genomic data, from genomic markers to gene expression data. In “Statisti-
cal inference of transcriptional regulatory networks,” by Xiaodong Wang, Dimitris
Anastassiou, and Dong Guo, the authors present parameter estimation methods
for known network structures, including equation-based methods and Bayesian
methods. They also discuss Bayesian techniques for inferring network structures.
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(iv) In the last part of this book, we focus on microarray imaging, signal pro-
cessing in systems biology, and applications in disease diagnosis and treatments. In
“Compressing genomic and proteomic microarray images for statistical analyses,”
by Rebecka Jörnsten and Bin Yu, the authors propose a multilayer data structure
as the principle for both lossless and lossy compression of microarray images. In
“Cancer genomics, proteomics, and clinic applications,” by X. Steve Fu, Chien-an
A. Hu, Jie Chen, Jane Wang, and K. J. Ray Liu, the authors focus on genomics and
proteomics of cancer, and discuss how cutting-edge technologies, like microar-
ray technology and nanotechnology, can be applied in clinical oncology. In “Inte-
grated approach for computational systems biology,” by Seungchan Kim, Phillip
Stafford, Michael L. Bittner, and Edward B. Suh, the authors address integrated
approaches for computational systems biology including biological data and mea-
surement technologies, systems for biological data integration, mathematical and
computational tools for computational systems biology, and supercomputing and
parallel applications.

Finally, the coeditors would like to thank the authors for their contributions.
We hope that readers enjoy this book.
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1
Representation and analysis of
DNA sequences

Paul Dan Cristea

1.1. Introduction

Data on genome structural and functional features for various organisms is being
accumulated and analyzed in laboratories all over the world, from the small uni-
versity or clinical hospital laboratories to the large laboratories of pharmaceutical
companies and specialized institutions, both state owned and private. This data
is stored, managed, and analyzed on a large variety of computing systems, from
small personal computers using several disk files to supercomputers operating on
large commercial databases. The volume of genomic data is expanding at a huge
and still growing rate, while its fundamental properties and relationships are not
yet fully understood and are subject to continuous revision. A worldwide system
to gather genomic information centered in the National Center for Biotechnology
Information (NCBI) and in several other large integrative genomic databases has
been put in place [1, 2]. The almost complete sequencing of the genomes of several
eukaryotes, including man (Homo sapiens [2, 3, 4]) and “model organisms” such
as mouse (Mus musculus [5, 6]), rat (Rattus norvegicus [7]), chicken (Gallus-gallus
[8]), the nematode Caenorhabditis elegans [9], and the plant Arabidopsis thaliana
[10], as well as of a large number of prokaryotes, comprising bacteria, viruses,
archeia, and fungi [1, 2, 5, 11, 12, 13, 14, 15, 16, 17, 18, 19], has created the op-
portunity to make comparative genomic analyses at scales ranging from individual
genes or control sequences to whole chromosomes. The public access to most of
these data offers to scientists around the world an unprecedented chance to data
mine and explore in depth this extraordinary information depository, trying to
convert data into knowledge.

The standard symbolical representation of genomic information—by sequen-
ces of nucleotide symbols in DNA and RNA molecules or by symbolic sequences of
amino acids in the corresponding polypeptide chains (for coding sections)—has
definite advantages in what concerns storage, search, and retrieval of genomic in-
formation, but limits the methodology of handling and processing genomic infor-
mation to pattern matching and statistical analysis. This methodological limitation



2
Gene feature selection

Ioan Tabus and Jaakko Astola

This chapter presents an overview on the classes of methods available for fea-
ture selection, paying special attention to the problems typical to microarray data
processing, where the number of measured genes (factors) is extremely large, in
the order of thousands, and the number of relevant factors is much smaller. The
main ingredients needed in the selection of an optimal feature set consist in: the
search procedures, the underlying optimality criteria, and the procedures for per-
formance evaluation. We discuss here some of the major classes of procedures
which are apparently very different in nature and goals: a typical Bayesian frame-
work, several deterministic settings, and finally information-theoretic methods.
Due to space constraints, only the major issues are followed, with the intent to
clarify the basic principles and the main options when choosing one of the many
existing feature selection methods.

2.1. Introduction

There are two major distinct goals when performing gene feature selection: the
first is discovering the structure of the genetic network or of the genetic mechanisms
responsible for the onset and progress of a disease; the second is eliminating the
irrelevant genes from a classification (or prediction) model with the final end of
improving the accuracy of classification or prediction. While there are many cases
when both goals are equally relevant, there are others when only one of them is of
primary focus.

This possible distinction of goals is certainly reflected at the methodologi-
cal level, where the feature selection methods are usually split into two groups:
filter methods and wrapper methods [1]. With the filter methods [2, 3], the genes
are ranked according to some general properties (correlation, mutual information,
discriminative power) that are relevant for the prediction or classification problem
at hand (e.g., correlation with a disease type), but without making it explicit at this
stage what is the particular prediction model that is going to be used subsequently.
After ranking of the single genes or of the various groups of genes, a suitable set
of genes is identified and proposed as the feature set to be used for all subsequent



3
Classification

Ulisses Braga-Neto and Edward R. Dougherty

3.1. Introduction

Classification plays an important role in genomic signal analysis. For instance,
cDNA microarrays can provide expression measurements for thousands of genes
at once, and a key goal is to perform classification via different expression pat-
terns. This requires designing a classifier (decision function) that takes a vector
of gene expression levels as input, and outputs a class label that predicts the class
containing the input vector. Classification can be between different kinds of can-
cer, different stages of tumor development, or a host of such differences [1, 2, 3,
4, 5, 6, 7, 8, 9, 10, 11, 12] (see also the bibliography on microarray-based classifi-
cation provided as part of the supplementary information to [13]). Classifiers are
designed from a sample of expression vectors. This involves assessing expression
levels from RNA obtained from the different tissues with microarrays, determin-
ing genes whose expression levels can be used as classifier features (variables), and
then applying some rule to design the classifier from the sample microarray data.
Expression values have randomness arising from both biological and experimen-
tal variability. Design, performance evaluation, and application of features must
take this randomness into account. Three critical issues arise. First, given a set
of variables, how does one design a classifier from the sample data that provides
good classification over the general population? Second, how does one estimate
the error of a designed classifier when data are limited? Third, given a large set of
potential features, such as the large number of expression levels provided by each
microarray, how does one select a set of features as the input to the classifier? Small
samples (relative to the number of features) are ubiquitous in genomic signal pro-
cessing and impact all three issues [14].

3.2. Classifier design

Classification involves a feature vector X = (X1,X2, . . . ,Xd) on d-dimensional
Euclidean space Rd, composed of random variables (features), a binary random



4
Clustering: revealing intrinsic
dependencies in microarray data

Marcel Brun, Charles D. Johnson, and Kenneth S. Ramos

4.1. Introduction

Informal definitions for clustering can be found in the literature: the process of
“unsupervised classification of patterns into groups” [1], the act of “partitioning
of data into meaningful subgroups” [2], or the process of “organizing objects into
groups whose members are similar in some way” [3]. In the context of pattern
recognition theory, the objects are represented by vectors of features (the mea-
surements that represent the data), called patterns. With these concepts in mind,
clustering can be defined as the process of partitioning the vectors into subgroups
whose members are similar relative to some distance measure. Therefore, two key
questions that must be addressed prior to cluster implementation are about the
distance to be used to measure the similarity of the objects and how to form the
partitions that best group together these objects.

The answer to the first question depends on each particular problem where
clustering is applied. The distance between patterns should reflect the relation that
is considered significant for the analysis. The rationale for each distance measure
will be addressed in this chapter. The second question relates to computational
efficiency considerations and criteria to evaluate the quality of clustering. This too
is dependent on the question being proposed.

The chapter is divided into four sections with several examples at the end. The
section on Clustering Microarray Data introduces the application of clustering to
microarray data, illustrating the practical aspects of these techniques. Measures of
Similarity develops the topic of distance measures. The next section, Clustering
Algorithms, presents the implementation of popular algorithms and their appli-
cability to microarray data analysis. Lastly, the final section, Interpretation and
Validation, discusses the available procedures to measure the validity of the result-
ing partitions, showing several examples of clustering applied to microarray data
to solve specific biological questions.

4.2. Clustering microarray data

Data clustering has been used for decades in image processing and pattern recog-
nition [4], and in the last several years it has become a popular data-analysis



5
From biochips to laboratory-on-a-chip
system

Lei Wang, Hongying Yin, and Jing Cheng

Biochip-based systems have enjoyed impressive advancement in the past decade. A
variety of fabrication processes have been developed to accommodate the compli-
cated requirements and materials for making such a device. Traditional microfab-
rication processes and other newly developed techniques such as plastic molding
and microarraying are being explored for fabricating silicon, glass, or plastic chips
with diverse analytical functions for use in basic research and clinical diagnostics.
These chips have been utilized to facilitate the total integration of three classic
steps involved in all biological analyses, that is, sample preparation, biochemical
reaction, and result detection and analysis, and finally construct fully integrated
smaller, more efficient bench-top or even handheld analyzers—laboratory-on-a-
chip system. Meanwhile, biochip-based analytical systems have demonstrated di-
versified use such as the analyses of small chemical compounds, nucleic acids,
amino acids, proteins, cells, and tissues. In this chapter, aspects related to biochips
with different functionality and chip-based integrated systems will be reviewed.

5.1. Technologies for fabricating biochips

Depending on the materials used, micromachining technologies employed for fab-
ricating the biochips can be very different. Photolithographic processing tech-
niques are by far the most commonly used methods for producing microchannels
in the surface of a planar silicon or glass substrate. One advantage of using these
materials is that their electrophoretic and chromatographic properties and surface
derivatization chemistries are extensively studied in many cases. Another advan-
tage is that many established microfabrication processes could be easily modified
and applied. Injection-molding, casting, imprinting, laser ablation, and stamping
processes represent another category of fabrication methods for machining plastic
substrate. The advantage for using plastic as substrate is twofold. One is that plas-
tic is less expensive and easier to manipulate than glass or silicon-based substrates.
Another advantage is the easiness in disposing it after use. The third category of
methods for fabricating one type of the most widely used biochips, that is, mi-
croarrays, is robotic station-based microdispensing methods.
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Modeling and simulation of genetic
regulatory networks by ordinary
differential equations

Hidde de Jong and Johannes Geiselmann

A remarkable development in molecular biology has been the recent upscaling to
the genomic level of its experimental methods. These methods produce, on a rou-
tine basis, enormous amounts of data on different aspects of the cell. A large part of
the experimental data available today concern genetic regulatory networks under-
lying the functioning and differentiation of cells. In addition to high-throughput
experimental methods, mathematical and computational approaches are indis-
pensable for analyzing these networks of genes, proteins, small molecules, and
their mutual interactions. In this chapter, we review methods for the modeling
and simulation of genetic regulatory networks. A large number of approaches have
been proposed in the literature, based on such formalisms as graphs, Boolean net-
works, differential equations, and stochastic master equations. We restrict the dis-
cussion here to ordinary differential equation models, which is probably the most
widely used formalism. In particular, we compare nonlinear, linear, and piecewise
linear differential equations, illustrating the application of these models by means
of concrete examples taken from the literature.

6.1. Introduction

A remarkable development in molecular biology today is the upscaling to the ge-
nomic level of its experimental methods. Hardly imaginable only 20 years ago, the
sequencing of complete genomes has become a routine job, highly automated and
executed in a quasi-industrial environment. The miniaturization of techniques for
the hybridization of labeled nucleic acids in solution to DNA molecules attached
to a surface has given rise to DNA microarrays, tools for measuring the level of
gene expression in a massively parallel way [1]. The development of proteomic
methods based on two-dimensional gel electrophoresis, mass spectrometry, and
the double-hybrid system allows the identification of proteins and their interac-
tions on a genomic scale [2].

These novel methods in genomics produce enormous amounts of data about
different aspects of the cell. On one hand, they allow the identification of interac-
tions between the genes of an organism, its proteins, metabolites, and other small
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Modeling genetic regulatory networks
with probabilistic Boolean networks

Ilya Shmulevich and Edward R. Dougherty

7.1. Introduction

High-throughput genomic technologies such as microarrays are now allowing sci-
entists to acquire extensive information on gene activities of thousands of genes
in cells at any physiological state. It has long been known that genes and their
products in cells are not independent in the sense that the activation of genes with
subsequent production of proteins is typically jointly dependent on the products
of other genes, which exist in a highly interactive and dynamic regulatory net-
work composed of subnetworks and regulated by rules. However, discovering the
network structure has thus far proved to be elusive either because we lack suffi-
cient information on the components of the network or because we lack the nec-
essary multidisciplinary approaches that integrate biology and engineering princi-
ples and computational sophistication in modeling. During the past several years a
new mathematical rule-based model called probabilistic Boolean networks (PBN)
has been developed to facilitate the construction of gene regulatory networks to
assist scientists in revealing the intrinsic gene-gene relationships in cells and in ex-
ploring potential network-based strategies for therapeutic intervention (Shmule-
vich et al. [1, 2, 3, 4, 5, 6], Datta et al. [7, 8], Kim et al. [9], Zhou et al. [10], and
Hashimoto et al. [11]). There is already evidence that PBN models can reveal bi-
ologically relevant gene regulatory networks and can be used to predict the effects
of targeted gene intervention. A key goal of this chapter is to highlight some im-
portant research problems related to PBNs that remain to be solved, in hope that
they will stimulate further research in the genomic signal processing and statistics
community.

7.2. Background

Data comprised of gene expression (mRNA abundance) levels for multiple genes is
typically generated by technologies such as the DNA microarray or chip. The role
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Bayesian networks for genomic analysis

Paola Sebastiani, Maria M. Abad, and Marco F. Ramoni

Bayesian networks are emerging into the genomic arena as a general modeling
tool able to unravel the cellular mechanism, to identify genotypes that confer sus-
ceptibility to disease, and to lead to diagnostic models. This chapter reviews the
foundations of Bayesian networks and shows their application to the analysis of
various types of genomic data, from genomic markers to gene expression data.
The examples will highlight the potential of this methodology as well as the cur-
rent limitations and we will describe new research directions that hold the promise
to make Bayesian networks a fundamental tool for genome data analysis.

8.1. Introduction

One of the most striking characteristics of today’s biomedical research practice is
the availability of genomic-scale information. This situation has been created by
the simultaneous but not unrelated development of “genome-wide” technologies,
mostly rooted in the Human Genome Project: fast sequencing techniques, high-
density genotype maps, DNA, and protein microarrays. Sequencing and geno-
typing techniques have evolved into powerful tools to identify genetic variations
across individuals responsible for predispositions to some disease, response to
therapies, and other observable characters known as phenotypes. Single-nucleo-
tide polymorphisms (SNPs)—a single-base variation across the individuals of a
population—are considered the most promising natural device to uncover the ge-
netic basis of common diseases. By providing a high-resolution map of the
genome, they allow researchers to associate variations in a particular genomic re-
gion to observable traits [1, 2]. Commercially available technology, such as the
Affymetrix GeneChip Mapping 10 K Array and Assay Set (http://affymetrix.com),
is able to simultaneously genotype 10 000 SNPs in an individual. Other technolo-
gies are able to interrogate the genomic structure of a cell on a genome-wide scale:
CGH microarrays are able to provide genome-wide identification of chromosomal
imbalances—such as deletions and amplifications—that are common rearrange-
ments in most tumors [3]. These rearrangements identify different tumor types or
stages and this technology allows us to dive into the mutagenic structure of tumor
tissues.

http://affymetrix.com
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Statistical inference of transcriptional
regulatory networks

Xiaodong Wang, Dimitris Anastassiou, and Dong Guo

We give a general overview of modeling of gene regulatory networks and discuss
various statistical inference problems related to these models. First various gene
function modeling techniques are described, including qualitative models such
as directed and undirected graphs, Boolean networks, and logic networks, and
quantitative models, including differential equations, linear and nonlinear func-
tion models, and radial basis functions. Then parameter estimation methods are
discussed for known network structures, including equation-based methods and
Bayesian methods. Finally, Bayesian techniques for inferring network structures
are discussed.

9.1. Introduction

A central theme of molecular biology is to understand the regulatory mechanism
that governs gene expressions in cells. The gene expression is controlled at differ-
ent levels by many mechanisms, among which a key mechanism is mRNA tran-
scription regulated by various proteins, known as transcription factors, which are
bound to specific sites in the promoter region of a gene that activate or inhibit
transcription. Using advanced molecular biology techniques, it has become pos-
sible to measure the gene expression levels (mRNA levels) of most genes in an
organism simultaneously, hence making it possible to understand gene regulation
and interactions.

In general, inference of a gene regulatory network is composed of three prin-
cipal components: function modeling of the effect of a group of genes on a specific
target gene, parameter estimation for function modeling of a specific network,
and topology inference of regulatory network. As most genetic regulatory systems
of interest involve many genes connected through interlocking positive and neg-
ative feedback loops, function modelings of interactions are important to unam-
biguously describe the structure of regulatory systems while predictions of their
behavior can be made in a systematic way. Formal methods for the function mod-
eling can be roughly categorized into qualitative models (such as graph models
[1], Boolean function models [2, 3], and extended logical function models [4, 5]),
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Compressing genomic and
proteomic array images for
statistical analyses

Rebecka Jörnsten and Bin Yu

Information technology advancements are bringing about innovations for genom-
ic and proteomic research. One such innovation is the array imaging technology
based on which gene or protein expression levels are derived. These images have
a fundamentally different purpose to serve than the traditional still images: they
are for statistical information extraction, not for visual inspection or comparison.
Due to the huge quantity of such images and the limited bandwidth for their shar-
ing among different researchers, for both storage and transmission goals, these
images need to be compressed. Dictated by the statistical analyses to follow, in this
chapter we lay out a multilayer data structure as the principle for both lossless and
lossy compression of array images. We illustrate this principle in the example of
cDNA microarray image compression with results of an average of near 2 : 1 loss-
less compression ratio and an average of 8 : 1 lossy compression ratio. The lossless
ratio is comparable with the off-the-shelf lossless compression scheme LOCO, but
with the added benefit of a handy structure for statistical analysis; the lossy ra-
tio is obtained with a quantization noise level comparable to that of the imaging
technology or the variation between two replicate imaging experiments.

10.1. Introduction

We live in an exciting era of technology innovations with all their advantages (and
disadvantages). These innovations are fueling, if not driving, the progresses in ge-
nomic research (the study of genetic material such as DNA and RNA), and the
newer proteomics research (the study of proteins which are directly responsible
for actions in cells).

A revolutionary innovation has been the DNA microarray imaging technol-
ogy for genomic research and it takes different forms: cDNA (P. Brown, http://
www-genome.stanford.edu/), Affymetrics gene chips (http://www.affymetrix.com/
index.affx), and Inkjet (http://www.rii.com). It provides measurements of mRNA
(messenger RNA) material existing in cells to develop an understanding of gene
function, gene regulation, and gene interaction through a simultaneous study of
expression levels of thousands of genes. Microarrays are also used extensively in

http://www-genome.stanford.edu/
http://www-genome.stanford.edu/
http://www.affymetrix.com/index.affx
http://www.affymetrix.com/index.affx
http://www.rii.com
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Preface

Throughout the history of medicine, many advances are derived from important
innovations in technology. For example, the invention of the X-Ray machine has
revolutionized medicine and pioneered modern imaging. The invention of the
microscope essentially redefined the field of pathology and microbiology. In the
past few decades, “technology explosion” has created an immense impact on both
biomedical research and clinical medicine. Tremendous strides were made with the
aid of numerous new technologies such as recombinant DNA methods, DNA se-
quencing, magnetic resonance imaging (MRI), polymerase chain reaction (PCR),
monoclonal antibodies, and so forth. Despite these, major hurdles remain. In the
field of cancer medicine, limited successes are still overshadowed by the tremen-
dous morbidity and mortality incurred by this devastating disease. It has become
increasingly important to integrate new technologies into both cancer research
and clinical practice if we hope to win the battle against cancer.

In this chapter, we will briefly review the molecular basis of cancer and our
current understanding. We will focus our attention on genomics and proteomics
of cancer. We believe that a thorough understanding of the DNA and protein com-
pliments of cancers that dictate the subsequent disease phenotype would eventu-
ally lead to breakthroughs. The impact of modern technology on cancer diagnosis,
prognosis, and treatment will also be discussed. We placed our emphasis on two
of the cutting-edge technologies, microarray technology and nanotechnology, as
they are clearly among the leading frontiers that will rapidly reshape biomedical
sciences and clinical oncology. Finally, we will discuss our current active research
to facilitate our understanding and management of cancer.

11.1. Understanding cancer

11.1.1. Overview

The financial and societal burden of common diseases such as cardiovascular,
metabolic (e.g., diabetes), and neoplastic diseases (cancer) is very significant.
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12.1. Background

New technological advancements for the measurement of biological systems have
given us much insight into genomic, transcriptomic, and proteomic views of a
cell’s behavior. Such recent advancements in the measurement technology include
expression arrays [1], single nucleotide polymorphism (SNP) [2, 3], CpG island
arrays [4], protein abundance and specialized glycoarrays [5, 6], and siRNA [7,
8, 9]. Different measurement techniques are meant to provide different kinds and
resolutions of the information regarding target biological systems; therefore,
choosing appropriate measurements for a given biological problem is considered
fundamental in the solution of the problem. In addition to the technologies that
provide a unique snapshot of different aspects of the cellular milieu, we now have
the computational and data management challenge of storing, integrating, and
analyzing data independently and when mixed. Data storage techniques become
increasingly important when integration, and analysis are needed. Database de-
sign and planning are now as important as the analysis technologies that are being
developed.

Biological problems of special importance now include the recognition of dis-
ease subtypes, identification of molecular markers for certain disease types, infer-
ence of regulatory mechanisms, discovery of new therapeutic targets for interven-
tion and treatment of disease progression, and the development of novel single
and additive drugs and therapeutics. Since the beginning of the modern biological
era, the importance and applicability of mathematical, statistical and engineering
tools has become quite clear. The Human Genome Project is a primary example.
Numerous pattern recognition techniques have been applied to identify molecular
markers for a specific disease as well as the identification of disease subtypes. Ma-
chine learning and Bayesian frameworks have proven to be effective in learning the
mechanisms of genetic regulatory networks, and control theory is being applied to
derive a better approach to therapeutic design. As the complexity of biological data
increases, it is the combination, not a single specialized tool, which will be most
efficacious to solving complex biological problems.




