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Ahtract-  Redundancy occurs naturally within RNA and 
DNA sequences [l]. The existence of tandem repeats, and 
sequences such as the Shine-Dalgarno sequence, the Prib- 
now box and the TATA box, leads us to believe that cellular 
communication systems use some method of coding to recog- 
nize valid information regions within a nucleotide sequence 
and correct for “transmission” errors such as mutations. 

In this paper we use principles of convolutional coding 
theory to analyze the translation initiation process. The 
principle hypothesis is that the messenger RNA (mRNA) se- 
quence can be viewed as a noisy, convolutionaly encoded sig- 
nal. The ribosome is functionally paralleled to a table-driven 
convolutional decoder. The 16s ribosomal RNA (rRNA) se- 
quence is used to form decoding masks for table-driven de- 
coding. The results of applying this method to Escherichia 
coli K-12 strain M G 1 6 5 5  are presented. 

Keywords- Coding Theory, Tabledriven Codes, Convolu- 
tional Codes, Translation Initiation 

I. INTRODUCTION 
Increased availability of genomic data continues to en- 

courage the development of computational tools and meth- 
ods for the analysis of such data. Some computational 
methods for genomic data analysis are based on engineer- 
ing and mathematical constructs such as neural networks 
[2], Hidden Markov Models [3] [4], fractals [5], and Fourier 
transforms [SI. 

We believe that the translation of the messenger RNA 
(mRNA) sequence into chains of protein-forming amino- 
acids is analogous to the decoding of an information se- 
quence [7] [8]. In a communication system, coding tech- 
niques are used to compensate for errors that occur during 
transmission of information [9]. Error control is accom- 
plished through redundancy. 

Convolutional coding produces encoded blocks based on 
present and past information. It seems reasonable to as- 
sume that genetic operations such as initiation and t rans  
lation may involve “decisions” which are based on the im- 
mediate neighborhood of a codon. This would allow error 
correction and other related functions. Considering mes- 
senger RNA as convolutionally encoded data, allows the 
model to capture the inter-relatedness between the bases 
in a mRNA sequence. 

In the sections which follow, we give a brief overview 
of convolutional coding and table-driven decoding. We 
also discuss the relationship to the genetic process, and 
present the methodology for forming a table-driven genetic 
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decoder. The preliminary results of applying the genetic 
decoder to E. coli K-12, and possible implications of the 
model, are analyzed and discussed. 

11. THEORETICAL BACKGROUND 
The mathematics of coding is carried out over a finite 

field, using a set of discrete source symbols [9]. In convo- 
lutional encoding, a n-bit encoded block at time i depends 
on the k-bit information block at  time i and on m previous 
information blocks [lo]. Hence, a convolutional encoder 
requires memory. Convolutional codes are referred to as 
(n,  k, m) codes or ( n ,  k )  codes. 

A codeword (or correct set of symbols) is the output of 
the convolutional encoder for a given input data block [ll]. 
A decoder provides a strategy for selecting an estimated 
codeword for each possible received sequence. There are 
various decoding methods. One method, maximum likeli- 
hood decoding, compares the received sequence with every 
possible code sequence that the encoding system could have 
produced and selects the most likely sequence. 

A .  Table-Drzuen Encoders and Decoders 
The existence of a one to one mapping between data bits 

and parity bits (parity bits are encoded bits) is the basis 
for table-driven encoding and decoding [12]. A set of w- 
bit data blocks must correspond uniquely to a set of w-bit 
parity blocks. For an ( n ,  k ,  m) code 

L - k  
w = n -  

n - k  

where 
(2) L = m + l  

The methodology for table-driven encoding is described in 

A way to recognize a correct sequence is to form the so 
called syndrome. The syndrome vector is zero if there are 
no detectable errors in the parity stream (i.e exact inatch 
between overlapping bits); otherwise, for binary data, the 
syndrome value is one. The number of syndrome values in 
a syndrome vector is equivalent to the number of overlaps 
used to determine the vector. Syndrome vectors can also 
be used to correct the encoded data bits using the table 
look-up method [12] [13] [14] [15]. 

[121. 

A . l  G-Mmk 

The syndrome vector, which is used to detect errors in 
the parity stream, can be generated by repeated applica- 
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tion of the decoding table to the parity stream. The g-mask 
provides an efficient method for syndrome vector genera- 
tion. The values that comprise the g-mask are based on the 
codewords of the encoding system. The g-mask is w+n bits 
long. Generation of the g-mask, given a decoding table, is 
described in [12]. 

Once the g-mask has been constructed, it can be used 
to calculate the syndrome vector for the parity stream. To 
calculate the syndrome vector using the g-mask: 

The g-mask is ANDed with the first w + n parity bits. 
The result is exclusive-ORed to produce a syndrome 

The received parity stream is shifted by n bits. 
The process is repeated until all syndrome values of 
the syndrome vector are produced. Each shift results 
in one syndrome value. 

Based on the value of the syndrome vector, the received 
parity sequences can be used to estimate the transmitted 
sequence or used to detect errors in the transmission. The 
concept of a decoding mask, the g-mask, is employed in our 
convolutional coding model for the translation-initiation 
system. 

value. 

111. METHODS 

The messenger RNA is considered as a received parity 
sequence of a convolutional encoded data stream [l6]. The 
coding alphabet must be derived from a finite field as in 
the binary code. Using base pairing, wobble pairing, and 
translation initiation information [l] the RNA bases were 
mapped to the field of five a follows: Inosine(1) = 0 Ade- 
nine(A) = 1 Guanine(G) = 2 Cytosine(C) = 3 Uracil(U) = 
4. Multiplication and addition are modulo five. The RNA 
bases are defined so that in modulo five addition the sum 
of bases that pair is zero. These definitions are used to 
construct the convolutional code model for the the protein 
translation initiation process. 

A .  Messenger RNA as a Convolutionally Encoded Se- 

This work uses the syndrome developed for table-driven 
decoding to check whether a messenger RNA protein trans- 
lation initiation region can be interpreted using covolu- 
tional coding model. 

The formation of bonds between the mRNA and the 16s 
rRNA significantly inff uence the initiation of protein trans- 
lation. When a base on the mRNA pairs with a base on 
the 16s rRNA, hydrogen bonds are formed. The greater the 
number of consecutive pairings formed between these two 
RNA molecules, the greater the probability of translation 
initiation. Every time the 16s ribosomal subunit attaches 
to the mRNA, a bonding pattern is formed. The bond- 
ing pattern that results in a positive signal is the bonding 
pattern with high numbers of consecutive hydrogen bonds. 
This process of locating regions on the mRNA which form 
high numbers of consecutive hydrogen bonds can be paral- 
leled to locating parity blocks which produce zero syndrome 
vectors for a received parity stream. 

quence 
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In order to use the table-driven decoding model, we must 
define biological coding constructs which are analogous to 
the following coding concepts: the decoding mask, syn- 
drome, and interpretation of syndrome values. 

A . l  Genetic G-Mask Based on 16s rRNA 
The g-mask selects which bits are included in the 

exclusive-OR operation. For binary data, the bits in the 
decoding window associated with the g-mask are the bits 
used to determine the syndrome vector. 

For the genetic model, the genetic g-mask is derived from 
the 16s rRNA sequence: 

3'AUUCCUCCACUAG ... 5' 

The equivalent field-five mapping is: 

3' ... 1 4 4 3 3 4 3 3 1 3 4 1 2...5' 

The genetic g-mask is formed from subsets of contiguous 
bases of the 16s rRNA. The subsets indicate which n + w- 
base region is being included in the exclusive-OR operation 
of the ribosome. Selecting subsets of the 16s rRNA corre- 
sponds to base pairing between regions of the 3' end of the 
16s rRNA and regions within the mRNA sequence. Assum- 
ing a coding model with n=2, k = 1,  L = 3, and w=4, the 
length of the genetic g-mask is w + n or six. A g-mask for 
the translation initiation system can be selected from a ta- 
ble of eight possible six-base genetic g-mask values derived 
from the 16s rRNA [7]. 

For the chosen g-mask, the syndrome values of a stream 
of mRNA codons can be calculated. The received mRNA 
parity (or codon) sequence includes the last thirty bases of 
the leader region, the initiation codon, and the first nine 
codons of the translated region: 

mRNA = [6--30 6-29 ... 6-1 A U G 6+3 ... 6+29] (3) 

with, 
6i = [A, G, C, U ]  (4) 

A.2 Syndrome Calculation 

The syndrome value for a given mRNA is calculated by 
ANDing the received codon bases with the genetic g-mask 
and exclusive-ORing the result. Multiplication (AND) and 
addition (XOR) are modulo-five. For example [7], given 
the following mRNA sequence 

mRNA = [AUGUGAUCUC] 

and the following six-base g-mask (which is in essence an 
element of the Shine-Dalgarno sequence) 

g - mask = [CACUAG] 

the first three syndrome values are calculated as follows: 
A U G U G A U C U C e mRNA 
C A C U A G e g-mask 
The numerical equivalences are: 
1 4 2 4 2 1 4 3 4 3  
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1 

3 1 3 4 1 2  

3 + 4 + 1 + 1 + 2 + 2 = ~ 1 = 3  
Shift by n=2: 
G U G A U C U C e= mRNA 
C A C U A G e g-mask 
The numerical equivalences are: 
2 4 2 1 4 3 4 3  
3 1 3 4 1 2  

1+4+1+4+4+1 = s2 = 0 Note that this is an exact 
pairing match between the six-base mRNA sequence and 
the g-mask 
Shift by n=2 again: 
G A U C U C e mRNA 

The numerical equivalences are: 
2 1 4 3 4 3  
3 1 3 4 1 2  

1+1+2+2+4+1= ~3 = 1  

C A C U A G e g - mask 

This work looks for a correlation between syndrome val- 
ues and the position of the genetic g-mask relative to  the 
translation initiation codon. 

A.3 Distance Value Derivations 

In binary table-driven decoding, a syndrome value of zero 
indicates that there are no detectable errors within the par- 
ity stream. For the translation initiation system, it would 
be ideal if syndrome values could be used to  determine the 
presence or absence of valid ribosome binding sites. The 
presence of a valid ribosome binding site would indicate a 
valid translation initiation site. 

In the example in the preceding section our syndrome 
vector S was [3,0,1]. The zero syndrome value occurred 
when an exact complement of the six-base genetic g-mask 
appeared in the decoding window. Theoretically, a zero 
syndrome value should occur when an exact complement 
to the genetic gmask is present in the decoding window. 
But experiments indicate that the genetic g-mask match 
value (the syndrome value resulting from the presence of 
an exact complement to the genetic g-mask in the decoding 
wifldow) does not always result in a zero syndrome value 

Since various g-masks yield different mask match val- 
ues, syndrome values are normalized by transforming each 
syndrome value to represent the distance of the syndrome 
value from the genetic g-mask match value. For example, 
if the genetic g-mask match value is three and the result- 
ing syndrome value is four then the normalized syndrome 
value or distance representation is one because 3 + 1 = 4. 
Hence the normalization equation for a syndrome value s, 
given a genetic g-mask match value mm, is as follows: 

~71. 

distance = [(s + 5 )  - mm] mod 5 (5) 
The algorithm and table for conversion from syndrome 
value to  distance value is presented in [7] for different val- 
ues of mm. These normalized distance values are used to 
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evaluate the convolutional coding model of the translation- 
initiation system. 

1V. RESULTS 
The Escherichia coli K-12 strain MG1655 sequence data 

(downloaded for the NIH ftp site: ncbi.nlm.nih.gov) was 
used to test the model for two genetic g-mask lengths. 
The extracted mRNA sequence data was divided into 
three groups: translated, hypothetical translated, and non- 
translated. The translated sequences are sequences in the 
E.coli K-12 genome which GenBank indicates as sequences 
which translate into proteins. The hypothetical-translated 
sequences are sequences which GenBank indicates are hy- 
pothetically translated into proteins. Non-translated se- 
quences are open reading frames which do not appear on 
either the translated or hypothetical translated list for Gen- 
Bank. Figure 1 shows the frequency of the most frequent 
distance pattern among all possible two-symbol distance 
patterns did,, where i and j range from zero to  four. The 

0.M1 

Fig. 1. Frequency of Two-Pattern Syndrome Distance Values 

horizontal axis indicates position, with zero corresponding 
to the alignment of the g-mask with the first base of the ini- 
tiation codon. The vertical axis indicates frequency (0.04 
corresponds to  four percent). The expected frequency of 
occurrence for a random, two-symbol distance pattern is 
four percent. Patterns with frequency of occurrence values 
greater than four percent are considered significant. The 
greater the frequency of occurrence the greater the signifi- 
cance of the pattern. 

V. DISCUSSION 
Figure 1 indicates that the hypothetical group contained 

the greatest frequency of occurrence values, followed by 
the translated and the non-translated group. Prior to 
the zeroth position (position of the initiation codon), the 
highest frequency value for a given distance pattern oc- 
curs around -14 for translated regions. There is a dis- 
tinction in the frequency of occurrence of two-symbol pat- 
terns between the translated/hypothetical group and the 
non-translated group, The two-pattern frequency analysis 
for the syndrome values is used as a preliminary indica- 
tor to test whether syndrome values can correlate to  in- 
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formation. The results indicate that the translated group 
contains more two-pattern syndrome values than the non- 
translated. The distance in pattern frequency percentages 
between translated and non-translated my vary for greater 
pattern lengths; further research into this continues. 

The results for the longer g-mask (twelve-base masks) 
and additional analyses are presented in [7]. 

VI. CONCLUSION 
The convolutional model appears to distinguish between 

translated and non-translated sequences. The distinction 
between hypothetical and translated groups is also evident. 
In the convolutional model, the higher frequency present in 
the hypothetical group (when compared to the translated 
group) may be a result of biasing introduced through hypo- 
thetical sequence identification methods, which are based 
on finding statistically significant patterns within possible 
reading frames. The convolutional code model indicates 
greater information, or occurrence of significant activity, in 
the area spanning the -15 to 0 region. The Shine-Dalgarno 
sequence is located within this region [l]. 

The preliminary results of our work suggest that it may 
be possible to design a convolutional coding based heuristic 
for distinguishing between protein coding and non-protein 
coding genomic sequences by “decoding” the mRNA leader 
region. We are presently researching methods for develop- 
ing g-masks which produce consistent syndrome patterns 
that distinguish translated and non-translated sequences 
with high accuracy. The success of this work can lead to 
the development of methods for identifying protein coding 
sequences within a genome as well as further our under- 
standing of the translation regulatory mechanisms. 
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