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We not only want to know how nature is (and how her
transactions are carried through), but we also want to
reach, if possible, a goal which may seem utopian and
presumptuous, namely, to know why nature is such and
not otherwise.

Albert Einstein [1]

hen in 1953, James Watson and Francis Crick

published their insight into the structure of

deoxyribonucleic acid [2] and the implicit

explanation of how A, C, G, and T (Figure 1)
interact to form a replicating system, it signaled not only a
new era in biology but, more generally, in society. The half
century or so following Watson and Crick’s seminal paper has
produced an almost unimaginable wealth of data on the mole-
cular mechanisms of biological systems, and as our grasp of
the mysteries of molecular biology has deepened, DNA
become one of the most powerful cultural icons of the 20th
century [3]. Yet, for all the impact of Watson and Crick’s dis-
covery on modern society, the core concepts in DNA replica-
tion are surprisingly simple. Information is expressed as a
one-dimensional string of letters written using the bases A, C,
G, and T, where A and G are the larger bases, termed purines,
and C and T are the smaller monocyclic bases, termed pyrim-
idines. The order of the letters is preserved by chemical attach-
ment to a sugar-phosphate backbone. It can be observed, for
example, that the size and shape of nucleotide T complements
the corresponding features in A, so that A and T fit snugly
together (Figure 1), with their association stabilized by
hydrogen-bonds (weak stabilizing interactions between
hydrogen atoms (H) and regions rich in accessible electron
density. Similarly, nucleotides C and G complement each
other, and this familiar presentation of A to T and C to G is
commonly labeled the Watson-Crick arrangement. Replication
of a DNA strand proceeds by using the original strand as a
template against which a second, complementary strand is
constructed by inserting the complementary nucleotide—say
G for C or A for T—of whatever nucleotide is written in the
primary strand. The resulting daughter strand may be regarded
as a “negative” of the original strand. When this daughter
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strand is itself used as the template, the result, in the absence
of error, is a perfect copy of the original strand.

Somewhat less heralded is the fact that the same 50 years
has witnessed considerably less progress regarding the why of
molecular biology. Is hydrogen-bonding necessary for nucleic
acid replication, or might some other molecular interaction
prove suitable? Why is the genetic code a triplet code and not
a doublet code or even a quadruplet code? And, of course, the
question we expand on here: Why are there four letters in the
genetic alphabet and why A, C, G, and T in particular? It is
one thing to explain how a system works, but it may prove
quite another to explain why a particular strategy was favored
over other conceivable solutions. Only when we can answer
questions such as these with some certainty, can we begin to
be satisfied with our grasp of the processes underlying life.

Reverse engineering offers a conceptually simple strategy,
which may go some way to addressing questions such as
these. By modifying a feature in the system of interest and
observing the consequences, the benefit afforded by that fea-
ture, often far from obvious, may be identified. This final
question, relating to the composition of the natural alphabet,
is, as observed by Crick, one of the most fundamental issues in
our understanding of the emergence of living matter [4].
Eschenmoser has adopted this in pursuing a series of studies
exploring the chemical etiology of nucleic acid structure:

The strategy is to conceive (through chemical reasoning)
potentially natural alternatives to the nucleic acid struc-
ture, to synthesize such alternatives by chemical meth-
ods, and to compare them with the natural nucleic acids
with respect to those chemical properties that are funda-
mental to the biological function of RNA and DNA. [5]

The sugar employed in DNA is deoxyribose, a sugar con-
taining five carbon atoms and therefore a pentose, but the par-
ticular basis for nature’s preference for this sugar over the
many alternatives is not self-evident. In order to explore this,
Eschenmoser synthesized a hexose analogue, a larger sugar
with six carbon atoms, and observed that complementary
strands of hexose-DNA do not fit together according to classi-
cal Watson-Crick rules, and that helices based on purine-
purine associations, including A:A and G:G, are possible [6].
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Thus, it would appear that the “choice” of ribose was not arbi-
trary, and that modifications of the polymer backbone, in this
case the sugar, can in fact significantly affect nucleotide asso-
ciation and recognition. Further studies by Eschenmoser
addressed the choice of the particular pentose, and it was
observed that nucleic acids derived from alternative pentoses,
that is, other than ribose, could result in even-stronger
Watson-Crick pairing than in either RNA or DNA, with pyra-
nosyl RNA in particular pairing exclusively in the Watson-
Crick mode. Eschenmoser was able to conclude “that Nature
did not choose her genetic system by the criterion of maximal
base-pairing strength” [7]. Recently, and adopting a similar
approach, a more complete explanation for the choice of
ribose was offered by Springsteen and Joyce, who explored
the reaction of cyanamide with ribose and a variety of other
sugars. They reported a preferential formation of ribose-
cyanamide, which can react with cyanoacetylene to form
pyrimidine nucleosides), and a particular propensity of ribose-
cyanamide to crystallize in aqueous solution [8].

The size of the nucleotide alphabet is a related problem,
which might be amenable to a reverse-engineering approach.
One expects, a priori, that in the absence of other constraints, a
larger alphabet is to be preferred over a smaller one since the
informational significance of a letter increases with alphabet
size. It is in fact quite easy to conceive how the nucleotide
alphabet might, in principle, be expanded through the inclu-

% &0 R
2
A T
H
\N_H ----------- @ O@ %

Fig. 1. The nucleotide alphabet, A (adenine), T (thymine), C
(cytosine), and G (guanine), in conventional chemical nota-
tion. Interpreting the molecular representation as a yraph,
the vertices correspond to atoms, and the edyges, or solid
lines, to chemical bonds. By convention, carbon atoms (C)
are not explicitly represented, and any vertex where the
occupying atom is unspecified is taken to be a carbon. The
shaded lobes are termed lone pairs, referring to a pair of
electrons not involved in chemical bonds. Lone pairs are rich
in electron density and participate in weak bonding with
hydrogens (H), which are attached to nitrogen (N) or oxygen
(O) atoms. Such interactions are termed hydrogen bonds,
and are indicated in the figure by broken lines. The symbol R
represents the sugar-phosphate backbone, to which the
nucleotides are attached.
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sion of nucleotides similar in size and shape to those
employed in replication but differing from the natural alphabet
in the patterns of hydrogens and lone pairs (e.g., Figure 2). (In
the chemical literature, for reasons relating to acid-base chem-
istry, such patterns are often referred to as donor-acceptor pat-
terns, where the hydrogens attached to oxygen, O, or nitrogen,
N, are potential hydrogen donors, and the electron-rich lone
pairs, which may accept hydrogens from elsewhere,
are potential hydrogen acceptors.) That the natural alphabet,
the product of billions of years of evolution, consisted of just
the four letters, A, C, G, and T, suggests that this particular set
of nucleotides is somehow optimal, or close to optimal,
although the reasons are not self-evident.

Adopting a reverse-engineering philosophy, the laboratories
of both Benner [9] and Switzer [10] explored expanded alpha-
bets, considering the noncanonical pairs «:X and iC:iG
(Figure 2). A comparison of Figures 1 and 2, will reveal that
the «:X pair is quite similar to the naturally occurring pair
A:T, the most significant difference being that the
hydrogen/lone-pair or donor-acceptor (D/A) pattern has been
exchanged between the larger and smaller nucleotides. As
their symbols suggest, iC and iG, or iso-C and iso-G, are simi-
lar to the naturally occurring C and G, differing from them in
having inverted hydrogen/lone-pair patterns. The results,
which showed that the additional nucleotides were accepted
and copied appropriately by the natural replication apparatus,
were very significant, as they implied that larger alphabets
were in fact possible. One possibility was that the natural
genetic alphabet might not after all be optimal and that nature
had failed to discover the additional nucleotides, possibly
because the biochemical apparatus which had evolved around
the canonical alphabet was such that the extension of the
alphabet was practically impossible. One can easily imagine
that such a situation might in fact arise, but it is nonetheless

X K H
Q /
f—N Ol ---—-- H—N>_
N
/4
,N\Z/_<N—H ------ D'\f \?
R —
N
H oD —--——- H=N R
g H
iC
iG
| H\ D
N N—H=————- 0
e -
N N=H=====- &N 3
R \N_< N N
oQ T HeN R
O A
H

Fig. 2. Additional nucleofides x and X (9) and iC and iG (10).
These letfters differ form the canonical set (Figure 1) in the
hydroyen/lone-pair patterns. The symbol R represents the
sugar-phosphate backbone, to which the nucleotides are
attached.
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|nformotion transmission and

information processing, central features

of the living state, are subject to rules

relating to error-coding theory.

appropriate to seek positive causes that might constrain the
composition of the nucleotide alphabet.

Most studies addressing the composition of the alphabet
have explored what we may loosely consider as “hardware” or
physicochemical issues, such as the prebiotic availability of
nucleotides [11], the role of hydrogen-bonding [12], tau-
tomerism [13], or the effect of thermodynamic binding and
mismatch energies [14]. But could there also be a “software”
aspect to this and other problems in molecular biology? Stahl
and Goheen suggested as much, demonstrating as far back as
1963 that some molecular biological processes could, in a
strict and formal sense, be interpreted as computational
processes [15], but their insight failed to have the impact that,
in retrospect, one might have expected. Forsdyke invoked
Hamming’s error-coding theory [16] as a potential explana-
tion for the role of introns [17], an idea subsequently investi-
gated by Liebovitch et al. [18]. Others considered the structure
information within the genetic code [19]. One may detect in
these and the work of Battail [20], [21] and, more recently, in
that of Mac Dénaill [22] and May et al. [23] the emergence of
a “software” aspect to molecular biological systems, succinct-
ly summarized by Dawkins [24] as follows:

If you want to understand life, don’t think about
vibrant, throbbing gels and oozes, think about informa-
tion technology.

The key concept is that information transmission and
information processing, central features of the living state,
are subject to rules relating to error-coding theory, quite
independent of any constraint relating to the particular medi-
um in which life is encoded. In other words, life exists at the
intersection of chemistry and informatics; see Figure 3.

Nucleic acid replication, the central reaction responsible for
the transmission of hereditary information, is the quintessential
molecular biological information transmission phenomenon,
and it is here that one might expect “software” or informatics
considerations to play a constraining evolutionary role in an

Informatics
or
“Software”

Chemistry
or
“Hardware”

Molecular

Biology

Fig. 3. A schematic representation of the relationship of mol-
ecular biology fo chemistry and informatics.
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emergent nucleotide alphabet, in addition to any physicochemi-
cal or “hardware” constraints. A couple of studies approached
this aspect of nucleotide alphabet composition. Szathmary rec-
ognized the importance of hydrogen donor-acceptor (D/A) pat-
terns [25], while a potential role for error-coding theory was
implicitly suggested by Yockey [26] in the context of a discus-
sion on error-coding theory in molecular biology. Yockey even
assigned 5-b numerical representations to A, C, G, and U/T, but
the assignments were arbitrary, and based on equating each
nucleotide with elements of a four-letter code from a simple
problem in error detection. For an error-coding analysis to use-
fully address the problem of alphabet composition, the repre-
sentation of nucleotides should reflect the expression of
information or patterns inherent in the nucleotides, and it is in
this respect Yockey’s assignments were lacking.

A potential role for informatics in constraining the compo-
sition of the alphabet seems quite plausible. In the model
discussed below, we summarize an approach which acknowl-
edges Yockey’s implicit suggestion of a role for error-coding
theory, but one in which the association between codewords
and nucleotides is not arbitrary but based on patterns in the
nucleotides themselves, echoing Szathmdry’s insight into the
significance of hydrogen/lone-pair patterns [22], [27]. A digi-
tal representation of nucleotides is constructed, and the prob-
lem of alphabet composition is approached from the
perspective of error-coding theory.

Error-Coding Theory

Error-coding theory is concerned with error detection and cor-
rection in data transmission and storage systems and was pro-
posed by Hamming more than half a century ago [16]. In its
most elementary form, it involves the judicious selection of a
set of binary numbers with a view to minimizing the possibility
that a transmission error could go undetected, and that, subject
to appropriate conditions, an error might be corrected. In the
example depicted in Figure 4(a), the set of two-digit code-
words C; = {00,01,10,11}, encompassing the set of
all-two-digit binary numbers B2, is employed to represent the
four cardinal directions. Although economical in the sense
that two-digits are employed to transmit 2 b of information,
the code is error prone; if noise flips a bit in a codeword
¢; € Cy, it necessarily changes it into another codeword,
¢j € Cy. In the example when 01 = down is transmitted, but 00
= up is received, the received word may go undetected since
it belongs to the set of possibly transmitted words.

A simple but effective remedy is to add an additional bit
such that all codewords have the same parity. Parity is
determined by counting the number of bits set to 1. Figure
4(b) depicts the creation of the even-parity code C,, a subset
of the available 3-b numbers in B* in which no two mem-
bers are adjacent. An error in any single bit necessarily
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Down Up
01 00 00 C =8 C,cB®
— Transmitter Receiver
00 000
01 011
Code Cy = &° . 10 fB? —> B 101
Noise
11 110
(a) (b)
D Receiver
own
1 5 111
01 011 ,~ 001
001 ——— Encoder + Codeword?
Right
010 C110D Code ¢, =B
Noise
Co00) 106 =
Up
(c)

Fig. 4. (0) The set of four cardinal directions are depicted together with binary interpretations, forming the code C;. All four pos-
sible codewords in B2 are employed, and a change in any one bit will change one codeword into another recognized code-
word. In the schematic representation of transmission, the transmitter converts the input Down to the corresponding codeword
01. However, a fransmission error converts 01 info 00, and the error remains undetected since the received word 00 also
belonys to code C;. (b) The addition of a parity bit o the elements of C; fo yield the even-parity code C; is represented. In this
case, a change in any one bit will change one codeword into a noncodeword, and such an error would be recoynized. Such
an eventudlity is depicted in (¢), where an equivalent transmission error to that in (a) converts the codeword 011 (even) o the

noncodeword 001 (odd), so that the error is detected.

changes a codeword ¢; € C, into a noncodeword ¢; ¢ Cs.
The error can therefore be detected, although in this code,
no correction is possible. It is important to note that not all
subsets of B> would be equally effective; for example, the
transmission error depicted in Figure 4(c) would not have
been detected had the nonparity code, say C; = {000, 001,
011, 110}, containing both 001 and 011, been employed.
The difference in codes C, and Cs lies in the distance
between the constituent codewords, which may be usefully
expressed in terms of the Hamming distance, 9, defined as
the number of bits in which two codewords differ. It is
equivalent to the number of bits set to 1 in the Boolean
exclusive or product XOR. Inspection will show that the
Hamming distance between any two codewords in code C,
[Figure 4(b)], e.g., 011 and 110, is equal to 2. By contrast,
the distance between codewords 001 and 011 in C5 above is
equal to 1, and the noise-induced conversion of 001 to 011
would go undetected.

Numerical Interpretation of Nucleotides

In nucleotide recognition hydrogens (hydrogen donors) are
always opposed by lone pairs (hydrogen acceptors), and the
monocyclic pyrimidines are always opposed by the two-cycle
purines. This “lock-and-key” nature of molecular recognition
readily admits a binary representation, and hydrogen/lone-pair
(or donor/acceptor) patterns can be expressed in terms of zeros
and ones, and purines and pyrimidines may be interpreted as 0
and 1, respectively. Thus, 4 b are sufficient to capture
nucleotide recognition patterns (Figure 5). The particular
choice of 0 or 1 for donors or acceptors, purines or pyrim-
idines, is of course arbitrary.

IEEE ENGINEERING IN MEDICINE AND BIOLOGY MAGAZINE

The noncanonical nucleotides considered by Benner [9] and
Switzer [10] (Figure 2) are not the only ones possible. As
nucleotides may present either a hydrogen donor or acceptor in
each of three positions, eight different D/A patterns are avail-
able. As each pattern may be separately expressed on purines
and pyrimidines, a total of 16 distinct patterns is possible, each
corresponding to a potential nucleotide or nucleotide analogue
(Figure 6). The binary interpretation of these nucleotides spans
the binary space B*. Error-coding theory informs us that not all
sets of codewords are equally robust with respect to error resis-
tance. If the recognition features of nucleotides may be reason-
ably interpreted as codewords, then perhaps not all sets of

H _ —
Nen |1 bs 0 DOD
N\j
/ \NC:I 0 b, 1 H_N}_\S’N“
/N >=N R
B2t i I N
by: Pyrimidine = 1 by: Purine =0
L1 lofo]] [o ] ]0]
C =(100,1) G =(011,0)

Fig. 5. Binary interpretations of nucleotides C and G.
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Nucleic acid replication is the

quintessential molecular biological

information transmission phenomenon.

nucleotides are equally error resistant, implying a mechanism
by which one alphabet might be preferred by evolution over
others. Arranging nucleotides according to their numerical par-
ity (Figure 6) reveals that members of the natural alphabet,

U/T, C, G, aA (an idealized form of A), belong to the set of
even-parity nucleotides. (Nature employs adenine, A, Figure
1, and not amino-adenine aA as depicted in Figure 6.
However, by using aA we have a 4-b codeword in common

$=(000,0)
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R N—
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H
k=(101,1)
H
r
H—N
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D%R
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Fig. 6. The set of all 16 possible nucleotides or nucleotide analogues, together with
corresponding 4-b interpretations: (a) even-parity nucleotides and (b) odd-parity

nucleotides. For labels see (27).
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with all the other potential codewords,
simplifying exposition of the model
without affecting the outcome. The
difference between A and aA is dis-
cucssed in “Chemical Limitations.”)
For example, G and C correspond to
the even-parity codewords 0110 and
1001, respectively, whereas « and X,
the noncanonical bases considered by
Benner et al. [9], correspond to 0100
and 1011, both odd parity.

Viewed in their binary interpretation,
the recognition features of the natural
alphabet appear to be structured as a
parity code, in which the size of a
nucleotide, its purine/pyrimidine
nature, is related to the hydrogen D/A
pattern as a parity bit. As one of the
most elementary structures affording
error resistance, a parity structure is
also arguably the form most likely to be
first discovered by nature. The ques-
tion, therefore, is if and how such a
structure might afford advantage or
whether the observed structure is a
mere coincidence, i.e., a frozen evolu-
tionary accident.

Parity and Error Resistance

In a conventional transmission context
the advantage of a parity code relates
to the number of bits which must be
changed to convert one codeword into
another. No two like-parity members
are adjacent (Figure 7, reproduced
from [28]), and since an error in the
transmission of any single bit changes
the parity of the transmitted element,
the corrupted codeword can be identi-
fied as not belonging to the alphabet.
In terms of the Hamming distance, the
minimum distance between any like-
parity codewords is 2. A close molec-
ular analogy may be observed in the
phenomenon of tautomeric instability,
in which the arrangement of hydrogen
donors and acceptors—and, hence, the
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expressed information—is altered. Nucleotide G for exam-
ple, equivalent to 0110 (even parity), has among its tau-
tomers [Figure 8(a)] a pattern equivalent to 0010 (odd
parity), expressing the recognition pattern of I' = (001,0).
Here, however, the analogy ends, since although a parity-
checking mechanism that might detect such tautomeric forms
is conceivable, no such mechanism has been as yet been
detected; and the advantage afforded by the parity code
structure must be sought elsewhere.

When the role of hydrogen bonding in nucleic acid replica-
tion is considered, it is usually in terms of complementary
hydrogen/lone-pair patterns which serve to stabilize the asso-
ciations in C:G and A:U. Somewhat less recognized is the role
of patterns in encoding the extent of repulsion between non-
complementary pairs. Inspection will reveal that in an alphabet
composed of like-parity letters only, a purine presented with a
noncomplementary pyrimidine finds the association resisted in
two of the three hydrogen/lone-pair positions, e.g., G present-
ed with T [Figure 9(a)]. However, in an alphabet composed of
mixed parity nucleotides, where of course the purine/pyrimi-
dine feature no longer mimics a parity bit, noncomplementary
associations may be opposed in just a single position, as
between C and X [Figure 9(b)]. Here, the single set of opposed
lone pairs is insufficient to preclude binding [29], so that
whereas G and U experience a repulsive interaction, C can
bond not only with its complement G but also with X.

An alphabet in which X and C coexisted would be expected
to experience a high error rate, errors which would be avoided
in an alphabet composed of nucleotides of like parity. The pari-
ty-code argument suggests, therefore, that error-resistant alpha-
bets may draw from the eight even-parity letters [Figure 6(a)]
or the eight odd-parity letters [Figure

001 010

L=(111,1)

|

100

iC=(001,1) aA=(101,0)

iG=(110,0)

C=(100,1)

Fig. 7. The figure shows the subset of even-parity nucleotides
interpreted as 4-b digits (in B4 depicted as positions on a
hypercube. It is convenient to partition the hypercube into
two 3-D cubes; the outer cube represents purines (final bit =
0) and the inner cube pyrimidines (final bit = 1). The particular
location of a nucleotide or codeword on a cube is deter-
mined by the three leftmost bits, expressing the binary repre-
sentation of hydrogen/lone-pair patterns, which are used as
coordinates. It may be observed that the distance between
any two codewords (or nucleotides) is at least two bits.
Figure adapted from (29).

6(b)] but not both. The model sets a
constraint to which the processes culmi-
nating in the development of a replicat-

ing alphabet, and ultimately the origin DOD N

of life, were subject. An emergent repli- ﬁ
cating alphabet, based perhaps on just a H— >-‘\§/ N,
single complementary pair, in principle =N
could be of either parity; however once H=N

booted, the evolutionary advantage of \
increasing alphabet size could only be
pursued by the inclusion of like-parity
elements. Thus, constraints relating to
information, and not to the physico-
chemical nature of nucleotides, preclude
the natural alphabet of A, C, G, and T
(even parity) from expansion through
the incorporation of odd-parity elements

H
G=(011,0)

such as « and X. N
~%

Chemical Limitations

From an informatics perspective, there- iG=(110,0)

fore, it seems that the optimum alpha-
bet would consist of eight letters and a

R
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= —
" D
—— = 7\ N, — o N/ \ N,
=N A >=N R
H-N H=N
H H
G-T1= (001,0) G-T2= (101,0)
(@)
H H
H- N/ N, H— 1 N\
X
S S N e
=N 7 Ns =N N\
\/.\—N R N
H_O DO\
b H
iG-T1= (101,0) iG-T2= (100,0)

(b)

corresponding information density of 3
b/letter (log,8 = 3). However, the nat-
ural alphabet is not an abstract infor-
mational construct, and, when
expressed in a molecular medium, it
will be bounded by the physicochemi-
cal limitations of a molecular medium.
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Fig. 8. (@) Some tautomeric forms of (o) G and (b) iG, toyether with correspondiny
binary interpretations. The tautomer G-T2 expresses a patftern equivalent to that on
aA and would therefore match with T, while the tautomer G-T1 corresponds o the
odd-parity nucleotide I'. The pattern expressed by iG-T1 also mimics A (or aA), and
ayain would be capable of matching with T. It readily interconverts, through internal
rotation with tautomer iG-T2, yielding a pattern corresponding to §.
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Fig. 9. (0) Association of even-parity nucleotides, U and G, (b) mixed-parity association of C (even) and X (odd). The dashed
lines indicate an attractive hydrogen-bondinyg interaction; the crosses represent repulsive interactions between opposed lone

pairs or opposed hydrogen atoms.

A=(111,0)

'=(001,0) 001k 010

Kk=(101,1)

100

X=(010,0) a=(110,1)

Fig. 10. Odd-parity nucleotides depicted on a hypercube.
The subset of even-parity elements in the space of 4-b dig-
its, B4, depicted as positions on a hypercube; adapted
from (29).

-T1 K H
B Q B-T2 /
H—O =Q
N/ \N N>/ \
H—N R H—N R
N\ \
H H

Fig. 11. Rotation about the -OH yroup changes the
hydrogen/lone-pair pattern. As the bit pattern is unstable,
tfautomeric forms possessing such -OH groups are
undesirable.
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A viable molecular medium for genetic information demands
a measure of chemical robustness with respect to both chemi-
cal degradation, in which nucleotides are destroyed and, per-
haps more importantly, against pattern instability, which
might cause one letter to be read for another.

Elementary chemical considerations inform us that the D/A
motif of three lone pairs, encoded in S = (000,0) can only be
expressed by oxygen situated between two keto groups
(Figure 6). This particular motif is in fact a carboxylic acid
anhydride, and is readily subject to hydrolysis in an aqueous
environment. Being hydrolytically unstable, S is excluded
from viable alphabets, accompanied by its complement, L. =
(111,1). Unlike G, the nucleotide iG proves tautomerically
unstable [13], having accessible forms mimicking other
nucleotides [Figure 8(b)]. Thus, whereas « and X are excluded
for error-coding reasons, iG and iC are excluded for reasons of
tautomeric instability. The potential alphabet of eight even-
parity letters is reduced to aA, C, G, and T by physicochemi-
cal constraints and differs from the natural alphabet, which
employs adenine A (Figure 1) in preference to aA. The two-
amino group in aA (the lower — NH, unit, Figure 6) would be
required to oppose association with iC. However, in an alpha-
bet from which iC has been deselected, this proves superflu-
ous, and the natural alphabet of A, C, G, and T is essentially
degenerate with the optimal even-parity alphabet (a more
detailed discussion of the argument maybe found in [27].)

The Choice of Parity: Odd Versus Even

The parity-code model simply requires that a nucleotide alpha-
bet be composed of nucleotides of like parity. While the argu-
ments above explain the particular composition of the
even-parity alphabet, the possibility of an odd-parity alphabet
is also admitted (Figures 6 and 10). It is difficult to state with
any certainty why nature selected the even-parity solution, and
it must be recognized that it may simply be an accident of
evolution. Nevertheless, tautomeric instability offers a possi-
ble explanation; quantum chemical simulations at the PM3
semiempirical level of approximation suggest that of the odd-
parity letters depicted in Figure 6, « and B are tautomerically
unstable (Figure 11) [30]. In fact, the tautomeric forms of g
labeled B-T1 and B-T2 (Figure 11) are thermodynamically
more stable than the reference form 8. Moreover, just as in the
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even-parity alphabet, the 000 motif, corresponding with the
three lone pairs, nucleotide X, is vulnerable to hydrolysis.
Thus, «, B, and X, together with their complements, are elimi-
nated, and the viable odd-parity alphabet is limited to « and X.

Of the two competing parities, the even-parity set has four
physicochemically viable members, each expressing 2 b/let-
ter, compared to the odd-parity set containing just two viable
letters and expressing 1 b/letter. The information necessary to
express some biological functionality would be more succinct-
ly expressed by the even-parity alphabet, with concomitant
advantage in fidelity and efficiency, offering perhaps a partial
explanation of why the natural alphabet is even parity. It
should also be noted that the elements of the hypothetical odd-
parity alphabet depicted in Figure 6 are not definitive, and as
the basis of tautomeric instability is not always self-evident, it
is possible that analogues with equivalent recognition patterns,
yet possessing desirable tautomeric properties, might be forth-
coming. However, if we assume for the moment that the pre-
liminary conclusions are sound, then there may exist
elsewhere a primitive biology based on « and X or their close
analogues. We might expect that, possessing an information
density of just 1 b/letter, development of a genetic code is less
likely, and the system would remain trapped in an RNA world.

Conclusions

In retrospect, a potential role for error coding in shaping the
nucleotide alphabet seems obvious, and yet, with two notable
exceptions, it appears to have been largely ignored; Szathmary
recognized the relationship between D/A patterns and replica-
tion errors [25], while Yockey implicitly implied a role for
error coding in nucleotide transmission, assigning 5-b repre-
sentations to nucleotides [26]. Unfortunately, these assign-
ments had no physicochemical basis, being based on mapping
the natural alphabet to a code employed in an error-coding text
[27]. The model outlined in this paper melds these approaches,
embracing a role for error coding, but one based on hydrogen/
lone-pair patterns. The attraction of the error-coding descrip-
tion is that it offers a strikingly simple explanation of nature’s
choice of alphabet from among the set of potential
nucleotides; optimal alphabets correspond to those in which
the purine/pyrimidine feature relates to the D/A pattern as a
parity bit. When this error-coding approach is coupled with
chemical constraints, the natural alphabet of A, C, G, and T
emerges as the optimal solution for nucleotides.
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