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Abstract—We present a method for utilizing soft informationin  gorithm (SOVA) [7] and methods for decoding of turbo codes
decoding of variable length codes (VLCs). When compared with [8], although the application to VLCs is quite different in con-
traditional VLC decoding, which is performed using *hard” input  cent and implementation. The SISO VLC decoder receives as
bits and a state machine, the soft-input VLC decoding offers im- . .
proved performance in terms of packet and symbol error rates. input a packet of knovv_n_ Iength contammg VL_C data that has
Soft-input VLC decoding is free from the risk, encountered inhard ~ P€en corrupted by additive white Gaussian noise (AWGN) and
decision VLC decoders in noisy environments, of terminating the produces the codeword sequence which is most likely to have
decoding in an unsynchronized state, and it offers the possibility to been input to the VLC encoder at the transmitter. Simulation re-
exploit a priori knowledge, if available, of the number of symbols  gyits show significant improvement in performance relative to
contained in the packet. traditional hard decision decoding of VLCs. The SISO method

Index Terms—Soft decoding, variable length codes. performs best whea priori information regarding the number
of symbols represented in the packet is available, though even
in the case that the number of symbols is unknown, the perfor-

mance is superior to hard decision methods.
In most applications of variable length codes (VLCs), de-

coding is performed bit by bit, with the input to the entropy de- II. SISO ALGORITHM DESCRIPTION
coder assumed to be a sequence of “hard” bits about which no

soft information is available. However, in noisy environments, We consider a source producing symbols selected from an

soft information can be associated with each information bfiPhabetX = {Xi, Xy, ... X}, where symbolX; occurs

either by direct use of channel observations in the case of Hth Probability p, and is represented using a binary codeword

coded transmission, or through soft-output channel decod&#sCf x bits. The alphabet siz& may be infinite. The output of

when channel coding is used. It is intuitive that this soft infof'® VLC encoder is transmitted using packets of lengthits,

mation, if it can be exploited, can be used to improve the péﬁpresenting\f symt_)ols.‘ We use th? integef:) to denote the
formance of VLC decoding. index to the symbol in th&h position in the packet; for example,

In recent years, various algorithms [1]-[6] have bed) o(%) = J. then the symbol in théth position isX ;. The vector
proposed to explore the possibility of using soft informatiofl’ SYmpol indicesC' = {c(1), ¢(2), ... ()} is mapped by
for VLC decoding. These algorithms improved decodinf'® VLC encoding to the binary sequence represented by the

performance (as compared to traditional hard-bit-state-nfzNCateNAtONL ()T o) -+~ Lo() -

chine-based decoding) by optimizing decisions on symbols or! N€ information available at the input to the VLC decoder
the observation vector containing noise-corrupted bits

packets instead of bits. Such optimization is done by utilizir o~ ,
source symbol distribution information and channel charat = 191> @2, ---> 9, "> OT*]fthat can be divided intd/ sub-
teristics. In [1], a forward—backward estimation of sourckectorsOi}iL,, each containing th;) bits representing the
distribution was proposed. In [5] and [6], the authors explorecﬁl mbolX.;), so thatO can also be written as the concatenation
the advantage of using soft decoding on reversible variatfte= 19102 --Ox}. Based on the observation vec@r the
length codes (RVLCSs). The redundancy in RVLCs, as expres imal decoder selectls the sym.pol veotbithat maximizes
by reversibility, can be implicitly exploited by the soft decoderl.j,mb{qo}' the posyerlor er’b"’?b"'ty OT the symbol sequence
The main contribution of the present paper is the introduiven the observation. This is equivalent to maximizing
tion of a soft-in soft-out (SISO) dynamic decoding aIgoritthrOb{C’ O},_the joint probability of the_sy_mbol sequence and
for decoding of VLCs. The SISO approach is inspired by SISEe observation. The vector that maximizésob{C, O} is

channel decoding algorithms such as the soft-output Viterbi S€noted a&” = {¢*(1), ¢*(2), ... ¢*(IV)}, and is associated
with probability P* = Prob{C*, O} = maxc Prob{C, O}.
For a packet of. bits andV symbolsC™ and P* are calculated
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with (2) giveC*(2, 3) = C*(1, 3 — l.+(2)) U ¢*(2), and
. . . 2
() ¢*(2) = arg klzmynyg{D (1, 3= l) + (03—t 1) = ¥n,1)
= arg J * — — iy 2
ae, ilg[rf,xzq{P (N -1, L—b) ot (03 — k1) }
‘Problop—1.41,00-1,42,...,0L|e(N) =i}-pi}  (2) = argmin {D*(1, 2) + (03 — x1,1)*, D*(1, 1)
C*(1, L) + (02 — 22,1)* + (03 — 22,2)%, D*(1, 1)
=arg, iI?[?XK] Prob{oy, 02,...,0rlc(1) =i} - p;. 3) + (02 — x3,1)* + (03 — 373,2)2} . (4)

Given the observatior0 = {0.2, 0.8, 0.05}, (4) involves
The principal underlying (1) is that if the optimal last codeworfinding the smaller of>*(1, 1) + min{[(0.8 — 1.0)2 +(0.05 +
in the packet is a codeword of length ), the rest of the op- 1.0)?],[(0.8—1.0)?+(0.05—1.0)?]} = D*(1, 1)+0.9425, and
timal packet, corresponding ¥ — 1 symbols, must be the op- D*(1, 2)+(0.05+1.0)2 = D*(1, 2)+1.1025. Next,D*(1, 1)
timal IV — 1 symbol packet corresponding to the fifst- [, andD*(1, 2) are calculated aB*(1, 1) = (0.2+1.0)* = 1.44,
received values. Equations (2) and (3) involve selecting from taed
alphabet the symbol that is most likely, as measured by the prod-
ucts of probabilities that constitute the argument for the max D" (1, 2) = min { [(0.2 — 1.0)* + (0.8 + 1.0)*] ,

function. The “SISO” terminology is used to describe the al- [(0.2 —1.0)* + (0.8 — 1.0)*] }
gorithm because the decoder provides not only the optimal se- —0.68

quenceC™ but also the probability, or confidence lev@t as-

sociated with that sequence. so we haveD*(2, 3) = min{D*(1, 1) + 0.9425, D*(1, 2) +

In the above algorithm, we assume that the decoderahad-1025} = D"(1, 2) 4-1.1025 = 1.7825. Therefore, the first
priori knowledge ofL and N, i.e., the length of the packetCcodeword is two bits in length and is most likety by the re-
and the number of symbols contained. This is a valid assunftt of the minimization forD*(1, 2) above. The second code-
tion in many applications and practical systems. For exampiord, which contains only one bit, can only be, and there-
when compressed video content is transmitted over bit erff€ the corresponding decoded symbol sequence is correctly
prone networks using the MPEG-4 error resilient syntax witfentified asC™(2, 3) = {¢*(1) = 1, ¢*(2) = 2}.In con-
data partitioning, the length of packet and/or partition as well &St with the above, when the traditional bitwise hard-decision
the number of macro blocks contained in the packet can be f&d look-up-table based decoding is used, the hard decisions
covered by searching for unique markers and decoding packide on the received values would pel, +1, +1} which
headers (with a large portion of information repeated), befoy¢uld be incorrectly decoded 4s*(1) = 3, ¢*(2) =7}, ie,,

decoding of the VLC codewords contained in the packet atlee decoder will report loss of synchronization at the end of
partition is performed. the packet. For this particular example, a more intelligent “*hard

A | id imple VLC with Iohabet b]jt” based decoder that is able to find the “most likely” packet
S an example, consider a simpie Wwith an alphabet gl ;o4 on Hamming distance aagbriori information will also

size K = 3, with symbolsX, X2, and X3 and corresponding fai “ o
ail, because for the “hard bit+-1, +1, +1}, both the packet
codewordsr; = 0, z2 = 10, andzz = 11. We assume that(é\$i LHL o+, 1) P

: c(1) = 1, ¢(2) = 3} and the packefce(1) = 3, ¢(2) = 1}
s probab_|||t|es of symbol_sl.are ideally '_“"?“Ched to the co Il have a Hamming distance of 1 to the received “hard bits.”
lengthsi; (i.e., thatp; = 27%). In transmitting the encoded

. . Also, because the codeword probabilities are matched to the
sequence over the AWGN channel with noise standard de P

Vi&de lengths, the decoder will not be able to find a bett
tion o, we represent binary 0 by1, and binary 1 by1. Con- frorr?tf?gge t\s/\'/o peosseig(i)litiirsvvl not be abie fo find a betier one

sider a 3-bit packet "110" corresponding to the symbol vector The procedure illustrated with the example is recursive. How-

gnar;{zf:(eli\)/e_d z’@C(j){ 0_ Zl%gn%'t(;?? .S\Tvgtgijsgf:gl’u$g trT;t}theeV.er’ one can also ma'\ke the optimizf';\tion nonrlecursive., either by
decoder knows the hurr{ber 7of codewords= 2 a priori (e.g. using stan_dfslrd tephplques Of. resolvmg_ recursive funct|oqs or by
from side information such as in a MPEG-4 error-resilient V}dergore_ EXpI'C.'tIy building a trellis and optlmlzmg on_the trellis. In
coding bitstream) our S|mulz_it|ons, we cho_se the recursive formulatlon of the glgo—
' rithm, for it could be trivially implemented with a programming
Because the noise (and thus the observed value for each iaiﬁguage such as C. Independent of the implementation, the
is a continuous random variable, the SISO algorithm should agsmplexity of such a decoding is linear to the size of the packet
timize the joint probability density of packet makeup and obsegnd the alphabet. It should be noted, however, to achieve this
vation, evaluated at the received observation vector, rather th@jnplexity in the direct recursive implementation, care needs
the joint probability. The maximization of (2) becomes a ming pe taken to “remember” reduced-sized optimizations already
imization of the cumulative square error between the receiV%de_ As an examp|e’ consider again the Optimization of (4) In
and the originally transmitted values. LEX*(7, j) denote the (4), D*(1, 1) appeared twice. After the first timB*(1, 1) is
global minimal cumulative square distortion of the figsbits  gbtained, a flag should be set and the valu®f1, 1) saved,
of the packet containing exactlodewords. Equations (1) andso that when the decoder needs to @i¥g1, 1) again it does
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TABLE |
COMPARISON OFSISOAND BIT-WISE HARD DECISION (HD) BASED DECODING
o SISO decoding HD decoding
(SNR) Packet error rate | Symbol error rate | Packet error rate | Symbol error rate

0.3 (10 dB) 9.5 x 1072 1.9 x 10783 9.5 x 1072 3.1 x 1072

0.4 (8 dB) 0.49 0.12 0.71 0.24

0.5 (6 dB) 1.0 0.35 1.0 0.46
TABLE I

STATISTICS OF INVALID DECODING RESULTS FORHD DECODING

HD decoder HD outputs incorrect number of symbols
o (SNR}) out-of-sync | Probability of | SISO performance for corresponding packets
occurance Packet error rate Symbol error rate
0.3 (10 dB) | 5.0x 107 5.4 x 1072 6.6 x 1072 1.5 x 1072
0.4 (8dB) | 5.4x 1073 0.58 0.61 0.15
0.5 (6 dB) | 2.2 x 1072 0.80 1.0 0.35

not perform the recursion needed for calculatiig(1, 1) all coders is an output containing an incorrect number of symbols.
over again. This process of remembering performed optimiZzBhe synchronization and number of codewords information is
tions can be mapped directly to the Bellman’s principal usedhat enables a hard decision based decoder to detect errors. As
in optimization performed on a trellis, in which case the om matter of fact, hard decision VLC decoders are highly effec-
timal path to each intermediate node in the trellis still needs tiwe at detecting errors using such information, but they can not
be performed, as the need for calculating intermedi¥ite, .)s, easily correct them. The SISO decoder, while not strictly able
however, only the optimal path to each node is saved, and itdsperform error correction, can at least impose a constraint on
calculated only once. the number of symbols produced during decoding, and gives the
Table | shows simulation results for packets containlig=  output sequence that is most probable given the observation and
100 symbols drawn from the codg = 1, z» = 01, 3 = 001, subject to the constraint. If one desires to use the output of a
x4 = 0001, z5 = 00001, z¢ = 000001, z» = 0000001, SISO decoder for error detection (e.g., to estimate the location
xg = 00000001, zg = 000000001, andz1y = 100000000 of errors), one can compare the most likely packet with the re-
using symbol probabilities matched to the codeword length (i.egived one.
the probability of al-bit codeword is2~%). For each value of  These issues are explored in Table Il, which was generated
noise standard deviatiom, 20 packets were produced usingising the same simulation conditions as Table I.
symbols following this probability distribution, and each packet The first column in Table Il gives the fraction of packets for
was corrupted by noise and then VLC decoded. One thousamitich hard decision decoding terminates in an unsynchronized
different noise realizations were used for each packet. Packgite. Considering these numbers along with the hard decision
error rate gives the fraction of packets in which one or more esymbol error rate results from Table | confirms that, even in the
rors are present in the output of the VLC decoder. Symbol ernaresence of large error rates, correct synchronization at the end
rate gives the fraction of symbols which are incorrect. It is cleaf the packet can be highly probable in hard decision decoding.
from the table that when the number of symbalds knowna The second column in the table gives the fraction of packets for
priori, the SISO approach gives significantly better performaneehich the hard decision decoder terminates in a synchronized
than hard decision decoding both in terms of packet and symistdte but outputs an incorrect number of symbols. The third and
error rates over a wide range of noise levels. fourth columns in the table explore the performance of the SISO
Another advantage of SISO decoding is that it avoids the syilecoder on these packets. This sheds light on the performance of
chronization problem inherent to hard decision VLC decodeithie SISO decoder on packets which would lead to (typically un-
which do not guarantee that the final bit of a packet will coincorrectable) error indications by a hard decision decoder. The
cide with the final bit of a codeword. Furthermore, in hard demprovement shown by SISO decoding is significant. For ex-
cision VLC decoding, correct synchronization status at the eadple, for an SNR of 8 dB, the table shows that for hard de-
of the packet can occur even when there are decoding erraisjon decoding, 58% of the packets in error would be due to
due to the well-known self-resynchronizing property of VLGn incorrect number of symbols. In SISO decoding, the packet
codes. Another error that can occur in hard decision VLC derfror rate is only 61%, meaning that 39% of the packets would
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be decoded with no error at all (correct number of symbols aadd actual number of symbols produced by the decoder. The

all symbols correct). The symbol error rate is only 15%. techniques presented here can be combined with source prob-
In addition to using soft information and picking the “op-ability estimation methods to reduce or eliminate the perfor-

timal” codeword concatenation usirgprior knowledge of the mance penalty due to mismatch.

symbol distribution and synchronization information, the algo-
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