Visually Impaired Indoor Navigation using YOLO Based Object Recognition, Monocular Depth Estimation and Binaural Sounds
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Abstract—This paper presents the development of a real-time spatial audio generating software to assist visually impaired people in indoor navigation using computer vision techniques and binaural sound generations. Our computer vision techniques utilize YOLO (You Only Look Once) based algorithm to detect objects, monocular depth estimation techniques to derive the depth map from a single captured image, and linear interpolation to obtain the azimuth and elevation angles of the detected objects. Based on the obtained results, binaural sounds are generated by HRTF (Head Related Transfer Function), where the intensity of the generated spatial audio is varied according to the distance of the detected object. Our test results show the real-time generated binaural sounds were able to accurately specify the position of the object in 2D space to avoid collisions and to provide surrounding information for navigating visually impaired people.
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I. INTRODUCTION

As of 2010, World Health Organization (WHO) estimated that the number of visually impaired people globally is 285 million, of which 39 million are blind [1]. These people face mobility difficulties that impact their quality of life, especially inside buildings that they are unfamiliar with [2]. Inside such buildings, numerous objects of different categories exist and present navigational hazards to the visually impaired. While these obstacles are avoided by sighted people subconsciously, it is very difficult for the visually impaired to avoid them without external help. To solve this problem, object recognition and localization system are needed, preferably portable. Numerous researches exist in this field with a vast range of sensors [2]-[6]. Mostly, the difficulty of such a system lies in real-time object recognition and acquiring depth information. The latter often requires using an RGB-D camera, which can be expensive and not ideal for a portable system [2][5][6].

Thanks to the rapid developments of artificial intelligence and machine learning, more techniques emerged to help visually impaired people navigate in indoor environments. With the help of YOLO object detection, the surrounding objects can be easily identified [7]. To solve the problem of depth estimation using a single RGB camera, a monocular depth estimation algorithm has been developed that generates a depth image with one single input image [8]. The image is processed, and the data of the surrounding objects is converted into spatial audio. This spatial audio signal is given to the visually impaired person. One of the main advantages is that there is no special training required to use this kind of navigation system. The spatial audio will give a very clear picture of the surroundings and helps the visually impaired person to obtain better situational awareness.

II. INDOOR NAVIGATION METHOD

A. System Design Overview

Our system design can be divided into 4 system components as shown in Fig. 1. The first component is responsible for detecting all objects in the captured frame using the webcam, and generate a bounding box for the detected objects. The second component outputs a depth map by the monocular depth estimation module using the captured frame. Once the depth map is generated, the depth of each pixel can be calculated. The third component generates the required azimuth and elevation index information using the bounding box data. All this data is sent to the fourth component, which utilizes the HRTF (Head Related Transfer Function) spatial audio generation module for the spatial audio.

Figure 1. Overview of the System Design

B. IP Webcam Application

We utilize an IP Webcam application on a smartphone which could stream and send captured image using the smartphone’s wireless communication module. With this application, it enables our software application to access the spatial audio generation software over the Internet connection through the smartphone. As shown in Fig. 2, an IPv4 or an IPv6 address can be used to access the feed of the camera. The captured image
from this application is used as an input to the YOLO Object Detection module.

C. YOLO Object Detection

YOLO (You Only Look Once) is an algorithm that is capable of detecting objects using Convolutional Neural Networks (CNN). There are two tasks involved in the object detection mechanism. The first task is to determine the object's location and the second task is to classify those objects. Region-Based Convolutional Neural Network (R-CNN) or its variations could be also used to detect objects, but they are slow and difficult to optimize. A single neural network is applied to the full image as the image is divided into regions and the bounding boxes along with the probabilities are predicted by the network for each region.

The network structure of the YOLO is named Darknet-53 [7] and is shown in Fig. 3, which is called a fully convolutional neural network as it consists of only convolution layers. This model has a total of 53 convolution layers. The neural network down-samples the image by a factor called stride. For example, if the stride of the network is 16, then an input image with size $512 \times 512$ will yield an output with size $32 \times 32$.

![Network Architecture of YOLOv3 (Darknet-53) [7]](image)

D. Monocular Depth Estimation Algorithm

Although many existing depth estimation algorithms were trained with color input images and their corresponding depth values [8][9][10], it is not possible to obtain the ground truth depth data of various scenes. Even precise hardware-supported system such as laser scanners can produce inaccurate results due to the reflections and various other factors.

Our system design utilizes a single camera system by adapting monocular depth estimation techniques to obtain the depth data from a single captured image.

KITTI dataset is used in our system [11]. To build the dataset, images are captured with the help of a pair of calibrated stereo cameras. All these images (left and right) were used for the training. Now instead of training this data to calculate the depth, the model has been trained to find the dense correspondence field [12], that when applied to the right image it would be able to create the left image. Similar things can be done to create the right image. Once the algorithm can create a left and right image and the images are rectified [13] it will be able to calculate the depth. Fig. 4 shows the generated depth map for a sample image.

![Depth Prediction Result](image)

III. SYSTEM IMPLEMENTATION

A. YOLO Object Detection

We have performed tests on different hardware platforms to seek the feasibility of the hardware for YOLO object detection. We tested on three different platforms; one with no GPU installed, one on an Nvidia Jetson Nano, and one on an Nvidia Jetson 1050. Sample images from the COCO (Common Objects in Context) dataset are given to the YOLO script, and average detection time and frames per second are observed. The results are shown in Table 1.

From the results shown in Table 1, we can observe that the first two devices (no GPU and Nvidia Jetson Nano) are unsuitable for real-time YOLO applications. Thus, we utilized an Nvidia GTX 1050 throughout the implementation. When using the video frames from a webcam instead of sample images, the frame rate increased slightly to 15 fps. However, the frame
rate dropped to 4-7 fps when using an IP webcam, which is still good for real-time object detection in our software. Fig. 5 shows the frame rate performance results obtained with an IP webcam.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Average Detection Time (seconds)</th>
<th>Frames per Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>No GPU</td>
<td>56</td>
<td>0.018</td>
</tr>
<tr>
<td>Nvidia Jetson Nano</td>
<td>0.49</td>
<td>2.05</td>
</tr>
<tr>
<td>Nvidia GTX 1050</td>
<td>0.08</td>
<td>12.5</td>
</tr>
</tbody>
</table>

**TABLE I. YOLO PERFORMANCE ON DIFFERENT HARDWARE**

The baseline for the KITTI stereo dataset is 0.54m. The model used for monocular depth estimation has an effective baseline of 0.1 units. Thus, a scaling of 5.4 was applied for depth prediction.

**C. Azimuth and Elevation Measurement**

To measure the azimuth and elevation of a detected object, the angle of view of the camera and the resolution are required. Those parameters vary with the actual camera used and need to be determined from the datasheet of the camera. We have the following equation to determine the relative horizontal position (azimuth) of an object:

$$\theta = \frac{P_h \alpha}{M} - \frac{\alpha}{2}$$

(2)

where $P_h$ is the horizontal position of the geometric center of the region, in terms of the number of pixels from the left edge of the image; $\alpha$ is the horizontal field of view of the depth camera in degrees; $M$ is the resolution of the image along the horizontal axis; $\theta$ is the azimuth of the obstacle in degrees, 0 indicates dead ahead, negative value indicates on the left, and positive value indicates on the right.

Similarly, the following equation can be used to determine the relative vertical position (elevation) of an obstacle:

$$\varphi = \frac{P_v \beta}{N} - \frac{\beta}{2}$$

(3)

where $P_v$ is the horizontal position of the geometric center of the region, in terms of the number of pixels from the bottom of the image; $\beta$ is the vertical field of view of the depth camera in degrees; $N$ is the resolution of the image along the vertical axis; $\varphi$ is the elevation of the object in degrees, 0 indicates dead ahead, positive value indicates above the horizon, and negative value indicates below the horizon.

**D. Spatial Audio Generation Using HRTFs**

To give the spatial output to the visually impaired person, a simple mono audio wave file is required. To generate this audio wave file, we have used a simple clapping sound. HRTFs are generated for every 15 degrees azimuth and 5.625 degrees elevations. To generate a spatial audio file, the mono audio wave file is convoluted with a specific HRTF relating to the azimuth and elevation angle. As soon as the audio file rendering is complete the audio will be automatically played in the real time.

**IV. RESULTS**

**A. Object Detection and Depth Estimation**

To calculate the depth of the detected object, first we calculated the center of the detected bounding box. Then, we used the formula as depicted in equation 1 to accurately calculate the depth of a 50x50 pixels at the center of the detected object’s bounding box. Fig. 7 shows the result of the object detection and depth estimation.
We used various objects to verify the accuracy of the algorithm. As shown in Table II, the performance of the depth estimation model for various objects. The below results were obtained after fine-tuning and calibration of the predicted depth. Our model was able to predict with an average error of 400mm. Considering the fact that the depth data is obtained from a single image this is an acceptable result.

### TABLE II. EXPERIMENTAL RESULTS OF DEPTH ESTIMATION

<table>
<thead>
<tr>
<th>Object</th>
<th>Actual Distance (mm)</th>
<th>Calculated Distance(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table</td>
<td>700</td>
<td>540</td>
</tr>
<tr>
<td>Chair</td>
<td>1,600</td>
<td>1,820</td>
</tr>
<tr>
<td>Refrigerator</td>
<td>1,200</td>
<td>972</td>
</tr>
<tr>
<td>Bottle</td>
<td>300</td>
<td>742</td>
</tr>
<tr>
<td>Dining Table</td>
<td>600</td>
<td>1,172</td>
</tr>
<tr>
<td>Chair</td>
<td>3,200</td>
<td>2,526</td>
</tr>
<tr>
<td>Sofa</td>
<td>1,700</td>
<td>1,351</td>
</tr>
</tbody>
</table>

### B. Azimuth and Elevation Calculation

Fig. 8 is the result of the simple linear interpolation calculation of azimuth and elevation using sample objects including a bottle and a bench. The result shown describes the distance from the camera, as well as the azimuth angle, elevation angle, and the object’s direction. HRTFs are measured for small increments of angles. In the HRTF dataset used, the HRTFs are calculated in increments of 15 degrees for azimuths and 5.625 degrees for elevations. So, to be able to use the HRTFs the azimuth index \((a\text{Index})\) and elevation index \((e\text{Index})\) are calculated.

### C. Generation of Audio Navigation Signals Using HRTFs

After these indexes are calculated, spatial audio is generated in real-time using mono audio signals, provide information of the depth and indexes. The below are some pictures for which the generated audio is saved. In the below pictures the position of a bottle is varied from left to right. In this way, we can see the change in the generated spatial audio. The generated audio is saved in the folder “Generated Audio” along with the numbering as per the above pictures. An example environment and the parameters of the detected objects are shown in Fig. 8. The corresponding audio signal is shown in Fig. 9. It can be seen that the volume for the left ear is larger than that of the right ear, which matches the object placement in Fig. 8.
D. Data Logging

Data logging provides necessary information to make decisions and improve the efficiency of a system. The categories of the detected objects and their positions are stored in text files. One example is shown in Fig. 10.

![Data Logging of the Detected Objects](image)

Figure 10. Data Logging of the Detected Objects

V. Conclusion

This paper has explored the feasibility of a system design to navigate visually impaired people in the indoor environment. Utilizing an IP Webcam application, it was possible to obtain the surrounding environment status. Also, with the help of the state-of-the-art YOLO algorithm, monocular depth estimation techniques, and azimuth and elevation estimation, our system design can produce spatial audio generated by HRTF to assist visually impaired people to avoid obstacle collisions and to guide them to the safe path. Our system design has the potential to be expanded to a commercially available and portable indoor navigation system for the visually impaired.

REFERENCES

[12] Clement Godard, Oisin Mac Aodha, Gabriel J. Brostow, University College London, Unsupervised Monocular Depth Estimation with Left-Right Consistency http://visual.cs.ucl.ac.uk/pubs/monoDepth/